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Preface

The present volume follows a book, “Why are braids orderable?”, written by
the same authors and published in 2002 by the Société Mathématique de France
in the series Panoramas et Synthèses. We emphasize that this is not a new edition
of that book. Although this book contains most of the material in the previous
book, it also contains a considerable amount of new material. In addition, much
of the original text has been completely rewritten, with a view to making it more
readable and up-to-date. We have been able not only to include ideas that were
unknown in 2002, but we have also benefitted from helpful comments by colleagues
and students regarding the contents of the SMF book, and we have taken their
advice to heart in writing this book.

The reader is assumed to have some basic background in group theory and
topology. However, we have attempted to make the ideas in this volume accessible
and interesting to students and seasoned professionals alike.

In fact, the question “Why are braids orderable?” has not been answered to
our satisfaction, either in the book with that title, or the present volume. That is,
we do not understand precisely what makes the braid groups so special that they
enjoy an ordering so easy to describe, so challenging to construct and with such
subtle properties as are described in these pages. The best we can offer is some
insight into the easier question, “How are braids orderable?”

Patrick Dehornoy, Caen

Ivan Dynnikov, Moscow

Dale Rolfsen, Vancouver

Bert Wiest, Rennes

December 2007
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Introduction

Braid theory is a beautiful subject which combines the visual appeal and in-
sights of topology with the precision and power of algebra. It is relevant not only
to algebraists and topologists, but also to scientists working in many disciplines.
It even touches upon such diverse fields as polymer chemistry, molecular biology,
cryptography and robotics.

The theory of braids has been an exceptionally active mathematical subject
in recent decades. The field really caught fire in the mid 1980’s with the revo-
lutionary discoveries of Vaughan Jones [114], providing strong connections with
operator theory, statistical mechanics and utilizing many ideas which originated
from mathematical physics.

That braids have a natural ordering, compatible with their algebraic structure,
was discovered a decade later by one of the authors (P.D.), and since then it has
been intensively studied and generalized by many mathematicians, including the
authors. That phenomenon is the subject of this book.

One of the exciting aspects of this work is the rich variety of mathematical
techniques that come into play. In these pages, one will find subtle combinatorics,
applications of hyperbolic geometry, automata theory, laminations and triangu-
lations, dynamics, even unprovability results, in addition to the more traditional
methods of topology and algebra.

A meeting of two classical subjects

It was an idea whose time was overdue—the marriage of braid theory with the
theory of orderable groups. The braid groups Bn were introduced by Emil Artin [4]
in 1925—see also [5]. Indeed, many of the ideas date back to the nineteenth century,
in the works of Hurwicz, Klein, Poincaré, Riemann, and certainly other authors.
One can even find a braid sketched in the notebooks of Gauss [96]—see [176] for a
discussion about Gauss and braids, including a reproduction of the picture he drew
in his notebook.

The n-strand braid group Bn has the well-known presentation—other defini-
tions will be given later:

Bn = 〈σ1, ..., σn−1 | σiσj = σjσi for |i− j| ! 2, σiσjσi = σjσiσj for |i− j| = 1〉.

We use B+
n for the monoid with the above presentation, which is called the n-strand

braid monoid. The monoid B+
n is included in a larger submonoid B+∗

n of Bn, called
the dual braid monoid, which is associated with the presentation of Bn given by
Birman, Ko and Lee in [15]—details may be found in ChapterVIII.

To each braid, there is an associated permutation of the set {1, ..., n}, with σi

sent to (i, i + 1), defining a homomorphism of Bn onto the symmetric group Sn.
The kernel of this mapping is the pure braid group PBn.

ix



x INTRODUCTION

The theory of ordered groups is also well over a hundred years old. One of the
basic theorems of the subject is Hölder’s theorem, published in 1902 [110], that
characterizes the additive reals as the unique maximal Archimedian ordered group.
It is remarkable, and somewhat puzzling, that it has taken so long for these two
venerable subjects to come together as they now have.

A group or a monoid G is left-orderable if there exists a linear, i.e., strict total,
ordering ≺ of its elements which is left-invariant, i.e., g ≺ g′ implies hg ≺ hg′

for all g, g′, h in G. A group is right-orderable if and only if it is left-orderable,
but the orderings are generally different; both choices appear in the literature with
roughly equal frequency. If there is a left ordering of G which also invariant under
multiplication on the right, we say that G is orderable, or for emphasis, bi-orderable.

The main theme of this book is proving and explaining the following.

Theorem. The Artin braid group Bn is left-orderable, by an ordering which is
a well-ordering when restricted to the braid monoid B+

n—and even to the dual braid
monoid B+∗

n .

Despite the high degree of interest in braid theory, the importance of the left-
orderability of the braid groups, announced in 1992 [48], was not widely recognized
at first. A possible explanation for this is that the methods of proof were rather un-
familiar to most topologists, the people most interested in braid theory. As will be
seen in Chapter IV, that proof involves rather delicate combinatorial and algebraic
constructions, which were partly motivated by (while being logically independent
of) questions in set theory—see [120] for a good introduction. Subsequent com-
binatorial work brought new results and proposed new approaches: David Larue
established in [131, 130] results anticipating those of [83], Richard Laver proved
in [136] that the restriction of the braid ordering to B+

n is a well-ordering, Serge
Burckel gave an effective version of the latter result in [26, 27]. However, these
results were also not widely known for several years.

The challenge of finding a topological proof of left-orderability of Bn led to
the five-author paper [83], giving a completely different construction of an ordering
of Bn as a mapping class group. Remarkably, it leads to exactly the same ordering
as [48]. Soon after, a new technique [182] was applied to yield yet another proof
of orderability of the braid groups—and many other mapping class groups—using
ideas of hyperbolic geometry, and moreover giving rise to many possible orderings
of the braid groups. This argument, pointed out by William Thurston, uses ideas of
Nielsen [163] from the 1920’s, and it applies to many other mapping class groups. It
is interesting to speculate whether Nielsen himself might have solved the problem,
if asked whether braid groups are left-orderable in the following language: Does
the mapping class group of an n-punctured disk act effectively on the real line
by order-preserving homeomorphisms? Nielsen had laid all the groundwork for an
affirmative answer.

More recently, a new topological approach using laminations was proposed
in [73]. In common with the Mosher normal form of [157], it relies on using
triangulations as a sort of coordinate system. Also, a combinatorial interpretation of
the results of [182] was proposed by Jonathon Funk in [92], including a connection
with the theory of topoi.

The braid groups are known to be automatic [188]. Without burdening the
reader with technical details, it should be mentioned that the ordering of Bn and
certain other surface mapping class groups (nonempty boundary) can be considered
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automatic as well, meaning roughly that it may be determined by some finite-state
automaton [181].

Very recently [42, 90], the alternating decomposition—described in Chap-
ter VII—has greatly improved our understanding of the well-ordering of the mon-
oid B+

n and allowed for its extension to the dual braid monoid B+∗
n .

Unlike the full braid groups, the pure braid groups, PBn, can be bi-ordered [123],
by an ordering which also well-orders pure positive braids—but proves to be much
simpler than the above well-ordering of B+

n. The argument relies on a completely
different approach, namely using the Magnus representation of a free group, and the
fact that PBn is a semidirect product of free groups. Subsequent work has shown
that the braid groups Bn and the pure braid groups PBn are very different from
the point of view of orderability: in particular, for n ! 5, no left-ordering of Bn can
bi-order a subgroup of finite index, such as PBn. This was proved independently
in [179] and [71].

A convergence of approaches

As will be recalled in Chapter III, the orderability of a group implies various
structural consequences about that group and derived objects. The fact that Bn is
left-orderable implies that it is torsion-free, which had been well known. However,
it also implies that the group ring ZBn has no zero-divisors, which was a natural
open question. Biorderability of PBn shows that ZPBn embeds in a skew field. In
addition, it easily implies that the group PBn has unique roots, a result proved
in [8] by complicated combinatorial arguments, and definitely not true for Bn.

One may argue that such general results did not dramatically change our un-
derstanding of braid groups. The main point of interest, however, is not—or not
only—the mere existence of orderings on braid groups, but the particular nature
and variety of the constructions we shall present. Witness the beautiful way the
ordering of PBn is deduced from the Magnus expansion in Chapter XV, the fasci-
nating connection between the uncountable family of orderings on Bn constructed
in Chapter XIII and the Nielsen–Thurston theory, and, chiefly, the specific proper-
ties of one particular ordering on Bn. Here we refer to the ordering of Bn sometimes
called the Dehornoy ordering in literature, which will be called the σ-ordering in
this text.

Typically, it is the specific form of the braids greater than 1 in the σ-ordering
that led to the new, efficient algorithms for the classical braid isotopy problem
described in Chapters V, VII, and VIII, and motivated the further study of the
algorithms described in Chapters X and XII. But what appears to be of the greatest
interest here is the remarkable convergence of many approaches to one and the
same object: many different points of view end up with the σ-ordering of braids,
and this, in our opinion, is the main hint that this object has an intrinsic interest.
Just to let the reader feel the flavour of some of the results, we state below various
characterizations of the σ-ordering—the terms will be defined in the appropriate
place. So, the braid β is smaller than the braid β′ in the σ-ordering if and only if

• in terms of braid words—the braid β−1β′ has a braid word representative where
the generator σi with smallest index appears only positively (no σ−1

i );

• in terms of action on self-distributive systems—for any ordered LD-system (S, ∗,≺),
and for any sequence x in S, we have x • β ≺Lex x • β′;
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• in terms of braid word combinatorics—any sequence of handle reductions from
any braid word representing β−1β′ ends up with a σ-positive word;
• in terms of Φ-splittings, assuming that β, β′ belong to B+

n—the Φn-splitting of β
is ShortLex-smaller than that of β′;
• in terms of φ-splittings, assuming that β, β′ belong to B+∗

n —the φn-splitting of β
is ShortLex-smaller than that of β′;
• in terms of automorphisms of a free group—for some i, the automorphism asso-
ciated with β−1β′ maps xj to xj for j < i, and it maps xi to a word that ends
with x−1

i ;
• in terms of free group ordering—we have β(zn) $ β′(zn) in F∞ \ {1};
• in terms of mapping class groups—the standardized curve diagram associated
with β′ first diverges from the one associated with β towards the left;
• in terms of Z2n-coordinates—the first nonzero coefficient of odd index in the
sequence (0, 1, ... , 0, 1) • β−1β′ is positive;
• in terms of Mosher’s normal form—the last flip of the Mosher normal form
of β−1β′ occurs in the upper half-sphere;
• in terms of hyperbolic geometry—the endpoint of the lifting of β(Γa) is smaller
(as a real number) than the endpoint of the lifting of β′(Γa).

Even if the various constructions of the σ-ordering depend on choosing a par-
ticular family of generators for the braid groups, namely the Artin generators σi,
this convergence might suggest to call this ordering canonical or, at least, standard.
This convergence is the very subject of this text: our aim here is not to give a com-
plete study of any of the different approaches, but to try to let the reader feel the
flavour of these different approaches. More precisely—and with the exceptions of
Chapters XIII and XIV which deal with more general orderings, and of Chapter XV
which deals with ordering pure braids—our aim will be to describe the σ-ordering
of braids in the various possible frameworks: algebraic, combinatorial, topological,
geometric, and to see which properties can be established by each technique.

As explained in Chapter II, exactly three properties of braids, called A, C,
and S here, are crucial to prove that the σ-ordering exists and to establish its main
properties. Roughly speaking, each chapter of the subsequent text—except Chap-
ters XIII, XIV, and XV—will describe one possible approach to the question of
ordering the braids, and, in each case, explain which of the properties A, C, and S
can be proved: some approaches are relevant for establishing all three properties,
while others enable us only to prove one or two of them, possibly assuming some
other one already proved. We emphasize that, although these properties are estab-
lished in various contexts and by very different means, there is certainly no circular
reasoning involved.

However, the point of this book is not merely to prove and reprove the existence
of the braid ordering. Each of the chapters gives a different viewpoint which adds
new colours to our description and provides further results.

Organization of the text

Various equivalent definitions of the braid groups are described in Chapter I.
The σ-ordering of braids is introduced in Chapter II, where its general properties
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are discussed. A number of curious examples are presented, showing that the σ-
ordering has some quite unexpected properties. The well-ordering of B+

n is also
introduced in this chapter.

Chapter III presents various applications of the braid ordering. This includes
purely algebraic consequences of orderability, such as the zero-divisor conjecture,
but also more specific applications following from the specific properties of the σ-
ordering, such as a faithfulness criterion of representations and efficient solutions
to the word problem. We point out that the braid groups provide interesting
examples and counterexamples in the theory of ordered groups. In addition, we
outline some applications to knot theory, the theory of pseudo-characters, and
certain unprovability results arising in braid theory.

The chapters which follow contain various approaches to the orderability phe-
nomenon. The combinatorial approaches are gathered in Chapters IV through IX,
while the topological approaches are presented in Chapters X to XIV.

Chapter IV introduces left self-distributive algebraic systems (LD-systems) and
the action of braids upon such systems. This is the technique whereby the or-
derability of braids was first demonstrated and the σ-ordering introduced. The
chapter sketches a self-contained proof of left-orderability of Bn, by establishing
Properties A, C, and S with arguments utilizing LD-systems. Here we consider
colourings of the strands of the braids, and observe that the braid relations dictate
the self-distributive law among the colours. Then we can order braids by choosing
orderable LD-systems as colours, a simple idea, although the existence of an order-
able LD-system requires a sophisticated argument. The chapter concludes with a
short discussion of the historical origins of orderable LD-systems in set theory.

A combinatorial algorithm called handle reduction is the subject of Chapter V.
This procedure, which extends the idea of word reduction in a free group, is a very
efficient procedure in practice for determining whether a braid word represents a
braid larger than 1, and incidentally gives a rapid solution to the word problem in
the braid groups. Handle reduction gives an alternative proof of Property C, under
the assumption that Property A holds.

The deep structure of the braid groups discovered by Garside [94], and its
connection with the σ-ordering, are discussed in Chapter VI. The relationship is
not a simple one, but investigating the ordering of the divisors of ∆d

n in B+
n leads to

new insights into Solomon’s descent algebras. A complete description is obtained
in the case of 3-strand braids, leading to a new proof of Property C in that case.

Some quite recent developments in braid orderings are contained in Chap-
ters VII and VIII, which describe normal forms for braids which are more compat-
ible with the braid ordering than the greedy form associated with Garside theory.
Chapter VII begins with an inductive scheme called the Φn-splitting, which yields
a decomposition of every positive n-strand braid into a finite sequence of positive
(n− 1)-strand braids. The main result is that, under this decomposition, the order-
ing of B+

n is a simple lexicographic extension of the ordering of B+
n−1. Most results

of the chapter rely on techniques due to S. Burckel in [27] for encoding positive
braid words by finite trees, but they are used here as a sort of black box, and their
proofs are omitted.

The dual braid monoids introduced by Birman, Ko and Lee are at the heart
of Chapter VIII. The monoid B+∗

n , which properly includes the monoid B+
n for

n ! 3, also has a good divisibility structure. As in Chapter VII, one introduces
the notion of φn-splitting, which yields a decomposition of every braid of B+∗

n into
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a finite sequence of of braids of B+∗
n−1. The main result is again that, under this

decomposition, the ordering of B+∗
n is a lexicographic extension of the ordering

of B+∗
n−1, a recent result of J. Fromentin. The consequences are similar to those of

Chapter VII, including a new proof of Property C, and a new quadratic algorithm
for comparing braids. The main interest of the approach may be that it allows
for direct, elementary proofs, by contrast to Burckel’s techniques, which use tricky
transfinite induction arguments.

Chapter IX contains an approach to the σ-ordering using a very classical fact,
that the braid groups can be realized as a certain group of automorphisms of a free
group. As observed by David Larue, this method yields a quick proof of Property A,
and a partial (and not so quick) proof of Property C, as well as a simple criterion
for recognizing whether a braid is σ-positive in terms of its action on the free group.
We also outline in this chapter the interpretation developed by Jonathon Funk, in
which a certain linear ordering of words in the free group is preserved under the
braid automorphisms.

We begin the topological description of the σ-ordering in Chapter X. Here we
realize Bn as the mapping class group of a disk with n punctures. The braid action
can be visualized by use of curve diagrams which provide a canonical form for the
image of the real line, if the disk is regarded as the unit complex disk. This was
the first geometric argument for the left-orderability of the braid groups, and it is
remarkable that the ordering described in this way is identical with the original,
i.e., with the σ-ordering. An advantage of this approach is that it also applies to
more general mapping class groups. We emphasize that Chapters IX and X are
based on very similar ideas, except that in the first one these ideas are expressed
in a more algebraic language, and in the second in a more geometric one.

In Chapter XI we study in detail a topological technique which we already en-
countered in Chapter X for explicitly constructing σ-consistent representative braid
words of any given element of the braid group, namely the method of untangling, or
relaxing, curve diagrams. We discuss two examples of such algorithms: one due to
Bressaud in [19], which has a fascinating alternative description in terms of finite
state automata and word rewriting systems, and another one from [74] which leads
to a deeper understanding of the connection between the length of a braid word
and the complexity of the curve diagram of a braid. This approach can also be
interpreted in terms of Teichmüller geometry [177].

Chapter XII continues the discussion of the σ-ordering in terms of mapping
classes. However, here the geometric approach is rephrased in combinatorial terms
by use of two somewhat different devices involving triangulations. The first ap-
proach, developed in [73], uses integral laminations. One encodes the action of a
braid on the disk by counting intersections of the image of a certain triangulation
with a lamination. This leads to the shortest proof of Property A known so far,
and yet another characterization of braids larger than 1 in the σ-ordering. The
second was inspired by the technique employed by Lee Mosher to establish that
mapping class groups are automatic. It develops a new canonical form for braids
and a method for determining σ-ordering by means of a finite state automaton.

The discussion in Chapter XIII interprets braid orderings in terms of Nielsen–
Thurston theory. The key observation is that the universal cover of the punctured
disk has a natural embedding in the hyperbolic plane. Thereby, braids act on a
family of hyperbolic geodesics, which have a natural ordering. This point of view
provides an infinitude of inequivalent orderings of braid groups and many other
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mapping class groups. The σ-ordering on Bn corresponds to choosing a particular
geodesic in H2.

A recent, and quite different, topological approach to orderability is taken in
Chapter XIV. Here, one considers the set of all left orderings of a group G, and of Bn

in particular. This set is given a natural topology, forming the space LO(G), which
in general is compact and totally disconnected. We study the structure of LO(Bn)
and use this global topological approach to show that there are uncountably many
essentially different left-orderings of Bn for n ! 3, all of which provide well-orderings
of B+

n, a phenomenon noted in Chapter XIII by completely different methods.
Chapter XV is an account of an ordering of the pure braid groups. Unlike the

full braid groups, the groups PBn of pure braids can be given an ordering which
is invariant under multiplication on both sides. The one we investigate here is
defined algebraically, using the Artin combing technique, together with a specific
ordering of free groups using the Magnus expansion. This ordering—which is not
the restriction of the σ-ordering to pure braids—has the nice property that non-
trivial braids in PBn ∩B+

n are larger than 1 and well-ordered.
The final chapter contains a number of open questions related to braid or-

derings. Various extensions of the ideas presented in the other chapters are also
discussed there.

Guidelines to the reader

An attempt has been made to keep the chapters relatively self-contained. So,
apart from Chapters I, II, and XVI, all chapters are parallel one to the other rather
than logically interdependent; therefore, after the first chapters, the reader can take
the chapters essentially in whatever order he or she likes.

We mentioned that three properties of braids play a crucial role, namely those
called A, C, and S—whose statements, as well as other basic definitions, are recalled
at the end of the book in page 311. One of our main tasks in this text will be to prove
these properties using various possible approaches. In spite of the above general
remarks, it might be useful that we propose answers to the question: which of
these approaches offers the quickest, or the most elementary, proof of Properties A,
C, and S? The answer depends of course on the mathematical preferences of the
reader. As for Property A, the shortest proofs are the one using the automorphisms
of a free group in Chapter IX, and—even shorter once the curious formulas (XII.1.1)
have been guessed—the one using laminations in Chapter XII.

As for Property C, the shortest argument is probably the one involving self-
distributivity as outlined in Chapter IV, but one may prefer the approach through
the handle reduction method of Chapter V, which uses nothing exotic and gives an
efficient algorithm in addition, or the curve diagram approach of Chapter X, which
gives a less efficient method and requires considerable effort to be made rigorous,
but appeals to a natural geometric intuition.

Finally, for Property S, the hyperbolic geometry argument of Chapter XIII is
probably the most general one, as it gives the result not only for the σ-ordering,
but also for a whole family of different orderings. On the other hand, even if they
may appear intricate, the combinatorial approaches of Chapters VII and VIII give
the most precise and effective versions.

Although they are conceptually simple, the braid groups are very subtle non-
Abelian groups which have given up their secrets only reluctantly over the years.
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They will undoubtedly continue to supply us with surprises and fascination, and
so will in particular their orderings: despite the many approaches and results men-
tioned in this book, a lot of questions about braid orderings remain open today, and
further developments can be expected. For the moment, we hope that this text,
which involves techniques of algebra, combinatorics, hyperbolic geometry, topology,
and has even a loose connection with set theory, can illuminate some facets of the
ordering of braids.
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CHAPTER I

Braid Groups

In this introductory chapter, we briefly explain how the groups Bn arise in sev-
eral contexts of geometry and algebra, and mention a few basic results that will be
frequently used in the sequel. Our purpose here is not to be exhaustive, and many
possible approaches are not mentioned—for instance the connection with configu-
ration spaces. All results in this chapter are classical, and we refer to textbooks for
most of the proofs—see for instance [122], [117], [14], or [175].

The organization is as follows. In Section 1, we start with the Artin presentation
of the group Bn in terms of generators and relations. In Section 2, we describe the
connection with the geometric viewpoint of isotopy classes of families of intertwining
strands. In Section 3, we address the braid group as the mapping class group of a
punctured disk. Finally, in Section 4, we introduce the monoid of positive braids
and mention some basic results from Garside’s theory.

1. The Artin presentation

Here, we introduce the braid group Bn using the abstract presentation already
mentioned in Introduction, due to E. Artin [4].

1.1. Braid relations. Braid groups can be specified using a standard presen-
tation.

Definition 1.1. For n ! 2, the n-strand braid group Bn is defined by the
presentation

Bn =
〈

σ1, ... , σn−1

∣∣∣∣
σiσj = σjσi for |i− j| ! 2

σiσjσi = σjσiσj for |i− j| = 1

〉
.(1.1)

The elements of Bn are called n-strand braids. The braid group on infinitely many
strands, denoted B∞, is defined by a presentation with infinitely many generators
σ1, σ2,... subject to the same relations.

Clearly, the identity mapping on {σ1, ... , σn−1} extends into a homomorphism
of Bn to Bn+1. It can be proved easily—and it will be clear from the geometric
interpretation of Section 2—that this homomorphism is injective, and, therefore,
we can identify Bn with the subgroup of B∞ generated by σ1, ... , σn−1. This is the
point of view we shall always adopt in the sequel.

1.2. Braid words. According to Definition 1.1, every braid admits decom-
positions in terms of the generators σi and their inverses. A word on the let-
ters σ±1

1 , ... , σ±1
n−1 is called an n-strand braid word. The length of a braid word w

is denoted by %(w). If the braid β is the equivalence class of the braid word w, we
say that w represents β, or is an expression of β, and we write β = w. We say that
two braid words are equivalent if they represent the same braid, i.e., if they are

1
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equivalent with respect to the least congruence that contains the relations of (1.1).
As, for instance, the braid word σk

1σ−k
1 represents the unit braid for every k, each

braid admits infinitely many representative braid words.

2. Isotopy classes of braid diagrams

We now connect the abstract point of view of Section 1 with the concrete
intuition of braids as strands that are intertwined.

2.1. Geometric braids. We denote by D2 the unit disk with centre 0 in
the plane R2 identified with the complex line C, and by Dn the disk D2 with n
regularly spaced points in the real axis as distinguished points; we call these points
the puncture points of D2.

Definition 2.1. We define an n-strand geometric braid to be an embedding b
of the disjoint union

∐n
j=1[0j , 1j ] of n copies of the interval [0, 1] into the cylinder

[0, 1]×D2 satisfying the following properties:
• for t in [0j , 1j ], the point b(t) lies in {t}×D2;
• the set {b(01), ... , b(0n)} is the set of punctures of {0} × D2, and similarly

the set {b(11), ... , b(1n)} is the set of punctures of {1}×D2.

The image of each interval is called a strand of the braid; the idea is that, visu-
alizing the unit interval as being horizontal, we have n strands running continuously
from left to right, intertwining, but not meeting each other.

Each geometric braid b determines a permutation π in the symmetric group Sn

as follows. Label the punctures P1, ... , Pn. Then we take π(i) = j if the strand of b
that ends at Pi × {1} begins at Pj × {0}.

A geometric braid whose permutation is trivial is called pure.

2.2. The group of isotopy classes. To obtain the connection with Bn, and
in particular to be able to obtain a group structure, we appeal to isotopies for
identifying geometric braids which are topologically equivalent.

Definition 2.2. Two geometric braids b, b′ are said to be isotopic if there is a
continuous [0, 1]-family of geometric braids bt with b0 = b and b1 = b′.

The geometric idea is that we can deform one braid into the other while holding
their endpoints fixed. Note that isotopic braids induce the same permutation.

There exists a natural way of defining a product of two geometric braids using
concatenation: given two geometric braids b1 and b2, we squeeze the image of b1

into the cylinder [0, 1
2 ] × D2, the image of b2 into [12 , 1] × D2, and obtain a new,

well-defined geometric braid b1 ·b2. Clearly, this product is compatible with isotopy,
hence it induces a well-defined operation on the set of isotopy classes of geometric
braids.

Lemma 2.3. For each n, the set of isotopy classes of n-strands geometric braids
equipped with the above product is a group.

Proof (sketch). The neutral element of the group is the isotopy class of the
trivial geometric braid, whose strands are just straight line segments, not inter-
twining each other. The inverse of the class of a geometric braid is the class of its
reflection in the disk { 1

2}×D2.
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We shall see in a moment that this group is isomorphic to the group Bn of
Section 1.

Note that the function that to every braid associates the permutation it induces
on the set of punctures yields a homomorphism of the group of isotopy classes
of n-strands geometric braids to the symmetric group Sn—our definition of the
permutation associated with a braid was made precisely to obtain a homomorphism,
and not an anti-homomorphism—as we regard permutations as acting on the left,
consistent with the convention for mapping classes, to be discussed in Section 3.

Proposition 2.4. The group of isotopy classes of n-strands geometric braids
is isomorphic to the group Bn.

Proof (sketch). We define a homomorphism from Bn to our group of isotopy
classes by sending the generator σi to the class of the clockwise half-twist braid
involving the ith and (i + 1)st strand indicated in Figure 1—in this picture, the
cylinder has not been drawn, for simplicity, and our picture represents a side-view
of the braid.

The figure also illustrates the fact that this homomorphism is well-defined.
Indeed, in our group of isotopy classes we have that crossings which are far apart
commute—so that we have σiσj = σjσi for |i−j| ! 2—and the Reidemeister III-type
relation σiσi+1σi = σi+1σiσi+1 holds.

We leave it to the reader to verify that this homomorphism is surjective—any
geometric braid can be deformed into one in which a side-view offers only finitely
many crossings, all of which are transverse—and injective—our two types of rela-
tions suffice to relate any two braid diagrams representing isotopic geometric braids.
The proofs, which we shall not discuss here, are similar to the proof that isotopy
classes of knots are the same as knot diagrams up to Reidemeister-equivalence [178].
Details can be found in [122].

σi σ−1
i

1

i

i+1

n

···

···

1

i

i+1

n

···

···

σ1σ2σ1 = σ2σ1σ2

σ1σ3 = σ3σ1

Figure 1. The Artin generators σi and σ−1
i of the braid group Bn and

their relations, when realized as geometric braids.

This completes the definition of Bn in terms of geometric n-strand braids. From
now on, we shall no longer distinguish between Bn and the group of isotopy classes
of n-strand geormetric braids.

We remark that the above definition has a very natural generalization: we can
replace the disk D2 by any compact surface S, possibly with boundary. Choosing
n puncture points in S, we can define the n-strand braid group of the surface S to
be the group of n-strand braids in S × [0, 1]—see Section 3.2 of Chapter XVI.
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3. Mapping class groups

We shall now identify the braid group Bn with the group of homotopy classes of
self-homeomorphisms of an n-punctured disk. The idea is simply to look at braids
from one end rather than from the side.

3.1. Homeomorphisms of a surface. Let S be an oriented compact surface,
possibly with boundary, and P be a finite set of distinguished interior points of S.
The most important example in this section will be the n-punctured disk Dn.

Definition 3.1. The mapping class group MCG(S,P) of the surface S relative
to P is the group of all isotopy classes of orientation-preserving self-homeomor-
phisms of S that fix ∂S pointwise and preserve P globally.

This means that any homeomorphism ϕ from S to itself and taking punctures
to punctures represents an element of the mapping class group, provided it acts
as the identity on the boundary of S. Note that the punctures may be permuted
by ϕ. Two homeomorphisms ϕ, ψ represent the same element if and only if they
are isotopic through a family of boundary-fixing homeomorphisms which also fix P.
They will then induce the same permutation of the punctures.

Convention 3.2. In the sequel, the product we consider on a mapping class
group MCG(S,P) is composition: ϕψ simply means “first apply ψ, then ϕ”.

We remark that in the previous paragraph the word “isotopic” could have been
replaced by the word “homotopic”: by a theorem of Epstein [76], two homeomor-
phisms of a compact surface are homotopic if and only if they are isotopic.

Mapping class groups, also known as modular groups, play a prominent role
in the study of the topology and geometry of surfaces, as well as in 3-dimensional
topology. To illustrate the difficulty of understanding them, we note that simply
proving that they admit finite—and in fact quite elegant—presentations already
requires deep arguments [104, 192].

3.2. Connection with geometric braids. Our aim now is to sketch a proof
of the following result—for details see for instance [14] or [122]:

Proposition 3.3. There is an isomorphism of Bn with MCG(Dn).

Proof (sketch). We outline a proof that MCG(Dn) is naturally isomorphic
to the group of isotopy classes of geometric braids defined above. Let b be a
geometric n-strand braid, sitting in the cylinder [0, 1] × D2, whose n strands are
starting at the puncture points of {0} ×Dn and ending at the puncture points of
{1}×Dn. Then b may be considered as the graph of the motion, as time goes from 1
to 0, of n points moving in the disk, starting and ending at the puncture points—
according to Convention 3.2, letting time go from 0 to 1 would lead to an anti-
isomorphism. It can be proved that this motion extends to a continuous family of
homeomorphisms of the disk, starting with the identity and fixed on the boundary
at all times. The end map of this isotopy is the corresponding homeomorphism
ϕ : Dn → Dn, which is well-defined up to isotopy fixed on the punctures and the
boundary.

Conversely, given a homeomorphism ϕ : Dn → Dn, representing some element
of the mapping class group, we want to get a geometric n-strand braid. By a well-
known trick of Alexander, every homeomorphism of a disk that fixes the boundary
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E E′ σ1(E′) σ−1
2 σ1(E′)

Figure 2. Two possible curve diagrams on Dn, and the image of one of
them under the homeomorphisms σ1 and σ−1

2 σ1.

is isotopic to the identity, through homeomorphisms fixing the boundary. The
corresponding braid is then the graph of the restriction of such an isotopy to the
puncture points. Again, we must regard the isotopy parameter as going from 1 to 0
here.

3.3. Curve diagrams. In order to visualize a mapping of a surface, it is
useful to consider images of certain subsets of the surface. Let E be a diagram
on the surface S, consisting of a finite number of disjoint, properly embedded
arcs—meaning the arcs terminate either on ∂S or in a puncture of S. Suppose
in addition that E fills S, in the sense that the interiors of all components of the
surface obtained by cutting S along the arcs of E are homeomorphic to open disks.
Typical examples in the case S = Dn are the standard triangulation, as well as the
collection of n + 1 horizontal line segments indicated in Figure 2. Then the isotopy
class of a homeomorphism ϕ : S → S is uniquely determined by the isotopy class
of the diagram ϕ(E). This fact is also illustrated in Figure 2.

It is also well-known that a homeomorphism of Dn can be recovered up to ho-
motopy from the induced isomorphism of the fundamental group π1(Dn, ∗), where ∗
is a fixed point of the boundary ∂Dn. The group π1(Dn, ∗) is a free group on n gen-
erators, say Fn. So we obtain an embedding Bn

∼= MCG(Dn) → Aut(Fn), which
can be written explicitly if we choose a base point ∗ and generators of π1(Dn, ∗).
Two choices will play an important role in this text, namely when the base point ∗
is the leftmost point of the disk, and the generators are the loops x1, ... , xn in the
first case, and y1, ... , yn in the second case, as shown in Figure 3.

∗ ∗. . . . . .. . . . . .
xi

yi

i i

Figure 3. Two choices for the generators for the fundamental group of Dn.

4. Positive braids

A useful perspective is to restrict attention to a special class of braids, namely
positive braids. This approach turns out to be extremely fruiful because the braid
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monoids that appear in this way turn out to have a very rich theory, based on
Garside’s seminal work of [94].

4.1. Braid monoids. As the relations of (1.1) involve no negative letter σ−1
i ,

they also define a monoid, so, as we did in Section 1, we can introduce the following
abstract definition:

Definition 4.1. The positive braid monoid B+
n is defined to be the monoid

that admits, as a monoid, the presentation (1.1). The elements of B+
n are called

positive braids.

So the elements of B+
n are represented by words in the letters σi, but not σ−1

i .
Such words are called positive. As the relations of (1.1) preserve the word length,
all positive braid words representing a given positive braid β have the same length,
denoted %(β)—of course, the same property does not hold in the full braid group,
as, there, the length two word σ1σ

−1
1 is equivalent to the length zero empty word. In

particular because of the previous seemingly trivial observation, the positive braid
monoid is often easier to handle than the full braid group. Note that the length
function is a morphism of the monoid B+

n to the monoid (N, +).
Geometrically, we may think of B+

n as the monoid of geometric braids with only
positive crossings in their diagram, up to positive isotopy, where the isotopies are
deformations through a family of braids that are again positive in the same sense.

The reason why this point of view is so fruitful is the following fundamental
result due to Garside—for a proof, see [94] itself, or for instance [53] or [122]:

Proposition 4.2. The canonical mapping of B+
n to Bn is injective.

Equivalently: If two positive geometric braids are isotopic, then they are iso-
topic through a family of positive braids. So, the braid monoid embeds in the
braid group, and it identifies with the subset of Bn consisting of braids which are
representable by words in the letters σi, not using any σ−1

i .

4.2. The braids δn and ∆n. For each n, two particular positive n-strand
braids play a fundamental role in the study of B+

n and, more generally, of Bn, namely
the so-called fundamental braids δn and ∆n. We also introduce the associated
conjugacy automorphisms.

Definition 4.3. (Figure 4) We define δ1 = ∆1 = 1 and, for n ! 2,

δn = σ1σ2 ... σn−1 and ∆n = δnδn−1 ... δ2.(4.1)

We define the cycling automorphism φn to be the conjugation by δn, and the flip
automorphism Φn to be the conjugation by ∆n, i.e., for β in Bn,

φn : β *→ δn β δ−1
n and Φn : β *→ ∆n β ∆−1

n .(4.2)

The following formulas can be read from Figure 4.

Lemma 4.4. For each n, we have

δn
n = ∆2

n and φn
n

= Φ2
n

= idBn ,(4.3)

φn(σi) = σi+1 for 1 " i " n− 2,(4.4)

Φn(σi) = σn−i for 1 " i " n− 1.(4.5)
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δn σi = δnσi+1 ∆n σi = ∆nσn−i

=δn δn δn δn ∆n ∆n

Figure 4. The braids δn, ∆n, and their relations: δn corresponds to
shifting the strands, while ∆n corresponds to a global half-twist of the
n strands.

Formula (4.4) implies that the generators σi of Bn all are pairwise conjugate,
whereas (4.5) explains the name “flip automorphism” for Φn: in a braid diagram, Φn
corresponds to a horizontal symmetry. Its being involutive means that the braid ∆2

n

belongs to the centre of Bn. Actually, it is known [36] that, for n ! 3, the centre
of Bn consists of the powers of ∆2

n only. As for φn, Formula (4.3) shows that it has
order n, and it should rather be seen as a rotation by 2π/n—see Chapter VIII for
details.

4.3. Fractionary decompositions (I). The study of B+
n is fundamental for

the understanding of Bn, because Bn is a group of fractions for B+
n, i.e., every braid

is a quotient of two positive braids. Here we consider particular decompositions in
which the denominator is a power of the braid ∆n.

First, using an induction on n and playing with the braid relations, one easily
obtains:

Lemma 4.5. For each i between 1 and n− 1, the braid ∆n can be expressed by
a positive word that begins with σi.

Then we deduce:

Proposition 4.6. Every braid β of Bn admits a decomposition β = ∆−2p
n β′

with p ! 0 and β′ ∈ B+
n.

Proof. By Lemma 4.5, for each i in {1, ... , n− 1}, we can choose a positive
braid word wi such that σiwi represents ∆2

n, i.e., wi represents σ−1
i ∆2

n.
Let β be an arbitrary braid in Bn, and let w be an n-strand braid word rep-

resenting β. Let p be the number of negative letters (letters σ−1
i ) in w. Let w′

be the positive braid word obtained from w by replacing each letter σ−1
i with wi.

As wi represents σ−1
i ∆2

n and ∆2
n commutes with every braid, the word w′ repre-

sents ∆2p
n β, and we deduce β = ∆−2p

n β′, where β′ is the positive braid represented
by w′.

A priori, the fractionary decomposition provided by Proposition 4.6 is not
unique. Actually, we can obtain uniqueness by demanding that the exponent of ∆n

is minimal: every braid β in Bn admits a unique decomposition β = ∆−d
n β′ with

d ∈ Z, β′ ∈ B+
n and d minimal such that such a decomposition exists.
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4.4. The lattice of divisibility. In order to go further, in particular both to
establish Proposition 4.2 and to improve Proposition 4.6, one needs to know more
about the monoid B+

n and its divisibility relations, as described by Garside’s theory.

Definition 4.7. For β, β′ in Bn, we say that β′ is a left divisor of β, denoted
β′ # β, if β = β′γ holds for some γ in B+

n.

Symmetrically, we say that β′ is a right divisor of β if we have β = γβ′ for
some γ in B+

n—but we shall not introduce a specific notation.
It can be noted that, for β, β′ in Bn, every positive braid γ possibly satisfying

β = β′γ has to lie in B+
n and, therefore, the divisibility relation in Bn is the

restriction of that of B∞: there is no need to worry about the index n.
In the monoid B+

n, no element except 1 is invertible, so the divisibility relation #
is a partial ordering. The main result of Garside’s theory [94] is that, for each n,
the poset (B+

n,#) is a lattice:

Proposition 4.8. [77, Chapter 9] Any two positive braids admit a greatest
common left divisor (gcd) and a least common right multiple (lcm).

Using Proposition 4.6, one can deduce that the poset (Bn,#) is also a lattice.

4.5. Fractionary decompositions (II). Proposition 4.6 gives a specific role
to the powers of the braid ∆n, and the fractionary decomposition it gives is in
general not irreducible, in that the numerator and the denominator may have non-
trivial common divisors. Garside’s results enable us to improve the result. The
next refinement says that, among all fractionary decompositions of a braid, there
is a distinguished one through which every fractionary decomposition factorizes.

Proposition 4.9. For each braid β in Bn, there exists a unique pair of positive
braids (β1, β2) such that β = β−1

1 β2 holds and 1 is the only common left divisor
of β1 and β2 in B+

n. Then, for each decomposition β = γ−1
1 γ2 with γ1, γ2 in B+

n,
we have γ1 = γβ1 and γ2 = γβ2 for some γ in B+

n.

Proof. Let β belong to Bn, and let β = β−1
1 β2 be a fractionary decomposition

of β—i.e., we assume β1, β2 ∈ B+
n—such that %(β1)+%(β2) is minimal. As the length

function takes its values in N, such a pair must exist. First, we observe that 1 is the
only common left divisor of β1 and β2 since, if we have β1 = γβ′

1 and β2 = γβ′
2, then

β′
1
−1β′

2 is another decomposition of β satisfying %(β′
1)+%(β′

2) = %(β1)+%(β2)−2%(γ),
hence γ = 1 by the choice of β1 and β2.

Assume that β = γ−1
1 γ2 is any fractionary decomposition of β with γ1, γ2 ∈ B+

n.
Using the existence of gcd’s and lcm’s in B+

n (Proposition 4.8), we shall prove that
that γ−1

1 γ2 factors through β−1
1 β2, i.e., that γ1 = γβ1 and γ2 = γβ2 holds for

some γ in B+
n. The argument is illustrated on Figure 5. First, by Proposition 4.6,

we can find β0, γ0 in B+
n satisfying γ−1

0 β0 = β1γ
−1
1 . We deduce γ0β1 = β0γ1

and γ0β2 = β0γ2 in Bn, hence in B+
n by Proposition 4.2. Let γ′

0 be the least
common right multiple of β0 and γ0. By construction, we have β0 # γ0β1 and
γ0 # γ0β1 = β0γ1, hence γ′

0 # γ0β1. Similarly, we have β0 # γ0β2 = β0γ2 and
γ0 # γ0β2, hence γ′

0 # γ0β2. We deduce that γ′
0 left-divides the left gcd of γ0β1

and γ0β2. By hypothesis, β1 and β2 have no non-trivial common left divisor, so the
left gcd of γ0β1 and γ0β2 is γ0, and we must have γ′

0 # γ0, hence γ′
0 = γ0 since, by

definition, γ′
0 is a right multiple of γ0. Hence, we have γ0 = β0γ for some γ in B+

n.
As we have γ0β1 = β0γ1 and γ0β2 = β0γ2, the equality γ0 = β0γ implies γ1 = γβ1

and, similarly, γ2 = γβ2. We obtained the expected factorization result.
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Finally, the pair (β1, β2) is unique. Indeed, if γ−1
1 γ2 is any fractionary decom-

position of β satisfying %(γ1) + %(γ2) = %(β1) + %(β2), the above result gives gives a
braid γ satisfying γ1 = γβ1 and γ2 = γβ2 and the hypothesis on the length implies
γ = 1, hence γ1 = β1 and γ2 = β2.

1

β0

γ

γ1

β1

β2

γ0

γ2

β

Figure 5. Decomposition of a braid into an irreducible fraction: the
hypothesis that β1 and β2 have no common left divisor implies that every
other fractionary decomposition γ−1

1 γ2 factors through β−1
1 β2.

Thus, every braid has a distinguished minimal expression as an irreducible
fraction. The situation with Bn and B+

n is therefore similar to that of positive
rational numbers and their unique expression as an irreducible fraction.

Definition 4.10. For each braid β, the unique braids β1 and β2 associated
with β by Proposition 4.9 are called the left denominator and the left numerator
of β, and respectively denoted DL(β) and NL(β).

Of course, as Bn is not commutative for n ! 3, the position of the denominator
matters. Owing to the symmetry of the braid relations, each braid admits a similar
irreducible decomposition NR(β)DR(β)−1 in which the denominator lies on the right.
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CHAPTER II

A Linear Ordering of Braids

In this chapter, we introduce the linear ordering of braids—sometimes called
the Dehornoy ordering—that is the main subject of this book, and we list its main
properties known so far. The construction starts with the notion of a σ-positive
braid, and it relies on three basic properties, called A, C, and S, from which the
σ-ordering can easily be constructed and investigated. In this chapter, we take
Properties A, C, and S for granted, and explore their consequences. The many
different proofs of these statements will be found in the subsequent chapters.

The chapter is organized as follows. In Section 1, we introduce the σ-ordering
and its variant the σΦ-ordering starting from Properties A and C. In Section 2,
we give many examples of the sometimes surprising behaviour of the σ-ordering,
and we introduce Property S. In Section 3, we develop global properties of the
σ-ordering, involving Archimedian property, discreteness, density, and convex sub-
groups. Finally, in Section 4, we investigate the restriction of the σ-ordering to
the monoid B+

n of positive braids, showing that this restriction is a well-ordering
and giving an inductive construction of the σ-ordering of B+

n from the σ-ordering
of B+

n−1.

Convention. In this chapter and everywhere in this book, when we speak of
positive braids, we always mean those braids that lie in the monoid B+

∞, i.e., those
braids that admit at least one expression by a word containing no letter σ−1

i . Such
braids are sometimes called Garside positive braids—but we shall not use that name
here. So the word “positive” never refers to any of the specific linear orderings we
shall investigate in the sequel. For the latter case, we shall introduce specific names
for the braids that are larger than 1, typically σ-positive and σΦ-positive in the case
of the σ-ordering and of the σΦ-ordering.

1. The σ-ordering of Bn

In this section we give a first definition of the σ-ordering of braids, based on the
notion of of a σ-positive braid word—many alternative definitions will be given in
subsequent chapters. We explain how to construct the σ-ordering from two specific
properties of braids called A and C. We also introduce a useful variant of the
σ-ordering, called the σΦ-ordering, which is its image under the flip automorphism.
Finally, we briefly discuss the algorithmic issues involving the σ–ordering.

1.1. Ordering a group. We start with premilinary remarks about what can
be expected here. First, we recall that a strict ordering of a set Ω is a binary
relation ≺ that is antireflexesive (x ≺ x never holds) and transitive (the conjunction
of x ≺ y and y ≺ z implies x ≺ z). A strict ordering of Ω is called linear (or total)
if, for all x, x′ in Ω, one of x = x′, x ≺ x′, x′ ≺ x holds. Then, we recall the notion
of an orderable group.

11
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Definition 1.1. (i) A left-invariant ordering, or left-ordering, of a group G
is a strict linear ordering ≺ of G such that g ≺ h implies fg ≺ fh for all f, g, h
in G. A group G is said to be left-orderable if there exists at least one left-invariant
ordering of G.
(ii) A bi-invariant ordering, or bi-ordering, of a group G is a left-ordering of G that
is also right-invariant, i.e., g ≺ h implies gf ≺ hf for all f, g, h in G. A group G is
said to be bi-orderable if there exists at least one bi-invariant ordering of G.

Proposition 1.2. For n ! 3, the group Bn is not bi-orderable.

Proof. If ≺ is a bi-invariant ordering of a group G, then g ≺ h implies
ϕ(g) ≺ ϕ(h) for each inner automorphism ϕ of G. Now, in the case of Bn, the
inner automorphism Φn associated with Garside’s fundamental braid ∆n of (I.4.1)
exchanges σi and σn−i for each i. Hence it is impossible to have σ1 ≺ σn−1 and
Φn(σ1) ≺ Φn(σn−1) simultaneously.

Therefore, in the best case, we shall be interested in orders that are invariant
under multiplication on one side. Then, both sides play symmetric roles, as an
immediate verification gives

Lemma 1.3. Assume that G is a group and ≺ is a left-invariant ordering of G.
Define g ≺̃ h to mean g−1 ≺ h−1. Then ≺̃ is a right-invariant ordering of G.

We shall concentrate in the sequel on left-invariant orderings. Specifying such
an ordering is actually equivalent to specifying a subsemigroup of a certain type,
called a positive cone.

Definition 1.4. A subset P of a group G is called a positive cone on G if P
is closed under multiplication and G \ {1} is the disjoint union of P and P−1.

Lemma 1.5. (i) Assume that ≺ is a left-invariant ordering of a group G. Then
the set P of all elements in G that are larger than 1 is a positive cone on G, and
g ≺ h is equivalent to g−1h ∈ P .
(ii) Assume that P is a positive cone on a group G. Then the relation g−1h ∈ P is
a left-invariant ordering of G, and P is then the set of all elements of G that are
larger than 1.

The verification is easy. Note that the formula hg−1 ∈ P would define a right-
invariant ordering.

1.2. The σ-ordering of braids. We now introduce on Bn a certain binary
relation that will turn out to be a left-invariant ordering. The construction involves
particular braid words defined in terms of the letters they contain.

Definition 1.6. A braid word w is said to be σ-positive (resp. σ-negative) if,
among the letters σ±1

i that occur in w, the one with lowest index occurs positively
only, i.e., σi occurs but σ−1

i does not (resp. negatively only, i.e., σ−1
i occurs but σi

does not).

For instance, σ3σ2σ
−1
3 is a σ-positive braid word: the letter with lowest index

is σ2 (there is no σ±1
1 ), and there is one σ2 but no σ−1

2 . By contrast, the word
σ−1
2 σ3σ2—which is equivalent to σ3σ2σ

−1
3 —is neither σ-positive nor σ-negative: the

letter with lowest index is σ2 again, but, here, both σ2 and σ−1
2 appear.
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Definition 1.7. For β, β′ in Bn, we say that β <n β′ is true if β−1β′ admits
an n-strand representative word that is σ-positive.

Example 1.8. Let β = σ2 and β′ = σ3σ2. Among the 4-strand braid words that
represent the quotient (σ2)−1(σ3σ2), there is the word σ−1

2 σ3σ2, which is neither σ-
positive nor σ-negative, but there is also the word σ3σ2σ

−1
3 —and many others. As

the latter word is a 4-strand braid word that is σ-positive, β <4 β′ is true.

Similarly, we have

σ1 >∞ σ2 >∞ σ3 >∞ ...(1.1)

since, for each i, the braid word σ−1
i+1σi is σ-positive.

The central property is the following result of [48]—see Remark 1.16—which
implies the first part of the theorem mentioned in Introduction:

Proposition 1.9. (i) For 2 " n " ∞, the relation <n is a left-invariant
ordering of Bn.
(ii) For each n, the relation <n is the restriction of <∞ to Bn.

Owing to (ii) above, we shall drop the subscripts and simply write < for <n.
The order < will be called the σ-ordering of braids, which is coherent with its
definition in terms of the generators σi.

By definition, the relation β >n 1 is true if and only if β admits at least
one σ-positive n-strand representative word. According to Lemma 1.5, proving
Proposition 1.9(i) amounts to proving that the set of all such braids is a positive
cone. The latter result is a consequence of the following two statements:

Property A (Acyclicity). A σ-positive braid word is not trivial.

Property C (Comparison). Every non-trivial braid of Bn admits an n-strand
representative word that is σ-positive or σ-negative.

Proof of Proposition 1.9 from Properties A and C. (i) Let Pn be the
set of all n-strand braids that admit a σ-positive n-strand representative word. We
shall prove that Pn is a positive cone in Bn. First, the concatenation of two σ-
positive n-strand braid words is a σ-positive n-strand braid word, hence Pn is
closed under multiplication.

Then, we claim that Bn \ {1} is the disjoint union of Pn and P−1
n . Indeed,

Property A implies 1 /∈ Pn, and therefore 1 /∈ P−1
n as 1−1 = 1 holds. So Pn ∪ P−1

n

is included in Bn \ {1}. Now assume β ∈ Pn ∩ P−1
n . We deduce β−1 ∈ Pn, whence

1 = ββ−1 ∈ Pn · Pn ⊆ Pn,

which contradicts 1 /∈ Pn. So Pn and P−1
n must be disjoint. Finally, Property C

(for Bn) means that Pn ∪ P−1
n covers Bn \ {1}.

(ii) Assume β, β′ ∈ Bn. Any σ-positive n-strand braid word representing β−1β′

a fortiori witnesses the relation β <∞ β′, so β <n β′ implies β <∞ β′. Conversely,
assume β <∞ β′. As <n is a linear ordering of Bn, one of β <n β′ or β !n β′ holds.
In the latter case, we would deduce β !∞ β′, which contradicts the hypothesis
β <∞ β′. So β <n β′ is the only possibility.

Property A has four different proofs in this text: they can be found on pages 65,
167, 182, and 214. As for Property C, no less than seven proofs are given, on
pages 52, 81, 108, 140, 155, 193, and 197.
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In addition to being invariant under left multiplication, the σ-ordering of braids
is invariant under the shift endomorphism, defined as follows.

Definition 1.10. For w a braid word, the shifting of w is the braid word sh(w)
obtained by replacing each letter σi with σi+1, and each letter σ−1

i with σ−1
i+1.

The explicit form of the braid relations implies that the shift mapping induces
an endomorphism of B∞, still denoted sh and called the shift endomorphism. The
same argument guaranteeing that the canonical morphism of Bn−1 into Bn is an
embedding shows that the shift endomorphism of B∞ is injective.

Proposition 1.11. For all braids β, β′, the relation β < β′ is equivalent to
sh(β) < sh(β′).

Proof. The shifting of a σ-positive braid word is a σ-positive braid word, so
β < β′ implies sh(β) < sh(β′). Conversely, as < is a linear ordering, the only
possibility when sh(β) < sh(β′) is true is that β < β′ is true as well, as β ! β′

would imply sh(β) ! sh(β′).

It is straightforward to check that, conversely, the σ-ordering is the only partial
ordering on B∞ that is invariant under multiplication on the left and under the
shift endomorphism, and satisfies for all braids β, β′ the inequality

1 < sh(β)σ1 sh(β′).

1.3. Equivalent formulations. Before proceeding, we introduce derived no-
tions in order to restate Properties A and C in slightly different forms. First, we
can refine the notion of a σ-positive braid word by taking into account the specific
index i that is involved.

Definition 1.12. A braid word is said to be σi-positive if it contains at least
one letter σi, but no σ−1

i and no σ±1
j with j < i. Similarly, it is said to be σi-negative

if it contains at least one σ−1
i , but no σi and no σ±1

j with j < i. It is said to be
σi-free if it contains no σ±1

j with j " i.

So a braid word is σ-positive if and only if it is σi-positive for some i. Note that,
for i ! 2, a word w is σi-positive if and only if it is shi−1(w1) for some σ1-positive
word w1—we recall that sh is the shift mapping of Definition 1.10. Similarly, a
braid word w is σi-free if and only if it is shi(w1) for some w1.

Then Properties A and C can be expressed in terms of σ1-positive, σ1-negative,
and σ1-free words.

Proposition 1.13. Property A is equivalent to:
Property A (second form). A σ1-positive braid word is not trivial.

Proof. Every σ1-positive braid word is σ-positive, so the first form of Prop-
erty A implies the second form.

Conversely, assume the second form of Property A. Let w be a σ-positive
word. Then w is σi-positive for some i. As observed above, this means that we have
w = shi−1(w1) for some σ1-positive word w1. By the second form of Property A,
the word w1 is not trivial, i.e., it does not represent the unit braid. As the shift
endomorphism of B∞ is injective, this implies that w is not trivial either. So, the
first form of Property A is satisfied.
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Proposition 1.14. Property C is equivalent to:
Property C (second form). Every braid of Bn admits an n-strand representative
word that is σ1-positive, σ1-negative, or σ1-free.

Proof. A σ-positive braid word is either σ1-positive or σ1-free, so the first
form of Property C implies the second form.

Conversely, assume the second form of Property C. We prove the first form
using induction on n ! 2. For n = 2, the two forms coincide. Assume n ! 3. Let
β be a non-trivial n-strand braid. By the second form of Property C, we find an
n-strand braid word w representing β that is σ1-positive, σ1-negative, or σ1-free. In
the first two cases, we are done. Otherwise, let w1 = sh−1(w), which makes sense
as, by hypothesis, w contains no letter σ±1

1 . As the shift endomorphism of B∞ is
injective, the word w1 does not represent 1, so the induction hypothesis implies
that w1 equivalent to some (n− 1)-strand braid word w′

1 that is σ-positive or σ-
negative. By construction, the word sh(w′

1) represents β and it is σ-positive or
σ-negative.

On the other hand, it will be often convenient in the sequel to have a name
for the braids that admit a σ-positive word representative. So, we introduce the
following natural terminology.

Definition 1.15. A braid β is said to be σ-positive inside Bn—resp. σ-negative,
σi-positive, σi-negative, σi-free—if, among all word representatives of β, there is at
least one n-strand braid word that is σ-positive—resp. σ-negative, σi-positive, σi-
negative, σi-free.

We insist that, in Definition 1.15, we only demand that there exists at least one
word representative with the considered property. So, for instance, the braid σ−1

2 σ3σ2

is σ2-positive since, among its many word representatives, there is one, namely
σ3σ2σ

−1
3 , that is σ2-positive—there are many more: σ3σ2σ

−1
3 σ3σ

−1
3 is another σ2-

positive 4-strand braid word that represents the braid σ−1
2 σ3σ2.

With this terminology, β <n β′ is equivalent to β−1β′ being σ-positive in-
side Bn. Similarly, Property A means that a σ-positive braid is not trivial, and
Property C that every non-trivial braid of Bn is σ-positive or σ-negative inside Bn.

Remark 1.16. By Proposition 1.9(ii), a braid β of Bn satisfies β >n 1 if and
only if it satisfies β >∞ 1, hence β is σ-positive inside Bn if and only if it is σ-positive
inside B∞. In other words, if an n-strand braid admits a word representative that
is σ-positive, then it admits a word representative that is σ-positive and is an n-
strand braid word, an a priori stronger property. Building on this result, we shall
often drop the mention “inside Bn”, exactly as when we write < for <n. However,
a careful distinction has to be made when proving Property C. It can be mentioned
that the original argument of [48] only leads to a proof of Property C in B∞: this
is enough to order every braid group Bn, but not to deduce Property C in Bn—see
Chapter IV.

1.4. The σΦ-ordering of braids. If ≺ is an ordering of a group G and ϕ is
an automorphism of G, then the relation ϕ(g) ≺ ϕ(h) defines a new ordering of G
with the same invariance properties as ≺. In the case of Bn, the flip automorphism,
i.e., the inner automorphism Φn associated with the braid ∆n plays an important
role, and it is natural to introduce the image of the σ-ordering under Φn, i.e., the
flipped version of the σ-ordering. As will be seen in Section 4, the new ordering so
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obtained has some nice properties not shared by the original version, in particular
in terms of avoiding the infinite descending sequence of (1.1).

We recall from Lemma 4.4 that Φn exchanges σi and σn−i for 1 " i < n, thus
corresponding to a symmetry in the associated braid diagrams.

Definition 1.17. For 2 " n < ∞ and β, β′ in Bn, we declare that β <Φ
n β′ is

true if we have Φn(β) < Φn(β′).

Proposition 1.18. The relation <Φ
n is a left-invariant ordering of Bn. More-

over, for all β, β′ in Bn, the relations β <Φ
n β′ are β <Φ

n+1 β′ are equivalent.

Proof. The first part is clear as Φn is an automorphism of Bn.
Assume β, β ∈ Bn and β <Φ

n β′. By definition, we have Φn(β) < Φn(β′), hence
sh(Φn(β)) < sh(Φn(β′)) by Proposition 1.11. By construction, we have

Φn+1(β) = sh(Φn(β)) and Φn+1(β
′) = sh(Φn(β′)),

so β <Φ
n+1 β′ follows. As <Φ

n is a linear ordering, this is enough to conclude that
<Φ

n coincides with the restriction of <Φ
n+1 to Bn.

Owing to Proposition 1.18, we shall drop the subscripts and simply write <Φ

for the ordering of B∞ whose restriction to Bn is <Φ
n. For instance, we have

1 <Φ σ1 <Φ σ2 <Φ ...

The flipped order <Φ is easily described in terms of word representatives.

Definition 1.19. (i) A braid word w is said to be σΦ-positive (resp. σΦ-negati-
ve) if, among the letters σ±1

i that occur in w, the one with highest index occurs
positively only (resp. negatively only).
(ii) A braid β is said to be σΦ-positive (resp. σΦ-negative) if it admits at least one
braid word representative that is σΦ-positive.

The only difference between a σ-positive and a σΦ-positive braid word is that,
in the former case, we consider the letter σi with lowest index, while, in the latter
case, we consider the letter σi with highest index.

Proposition 1.20. For all braids β, β′, the relation β <Φ β′ holds if and only
if β−1β′ is σΦ-positive.

Proof. By construction, an n-strand braid word w is σΦ-positive if and only
if the n-strand braid word Φn(w) is σ-positive.

Thus the flipped order <Φ is the counterpart of the σ-order < in which the
highest index replaces the lowest index, and σΦ-positive words replace σ-positive
words. It is therefore natural to call it the σΦ-ordering of braids.

As the flip Φn is an automorphism of the group Bn, the properties of < and <Φ

are similar. However, there are at least two reasons for considering both < and <Φ.
First, there is no flip on B∞, and the two orderings differ radically on B∞: (1.1)
shows that (B+

∞, <) has infinite descending sequences, while we shall see in Sec-
tion 4.1 below that (B+

∞, <Φ) is a well-ordering, and, therefore, it has no infinite
descending chain. The second reason is that, in the subsequent chapters, certain
approaches demand that one specific version be used: the original version < in
Chapter IV, the flipped version <Φ in Chapters VII and VIII.
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1.5. Algorithmic aspects. The σ-ordering of braids is a complicated ob-
ject. However, it is completely effective in that there exist efficient comparison
algorithms. In this section (and everywhere in the sequel) we denote by w the
braid represented by a braid word w—but, as usual, we use σi both for the letter
and for the braid it represents.

Proposition 1.21. For each n, the σ-ordering of Bn has at most a quadratic
complexity: there exists an algorithm that, starting with two n-strand braid words w, w′

of length %, runs in time O(%2) and decides whether w < w′ holds.

At this early stage, we cannot yet describe the algorithms witnessing to the
above upper complexity bound. It turns out that most of the proofs of Property C
alluded to in Section 1.2 provide an effective comparison algorithm. Some of them
are quite inefficient—typically the one of Chapter IV—but several lead to a qua-
dratic complexity. This is in particular the case with those based on the Φ-normal
form of Chapter VII and on the φ-normal form of Chapter VIII: in both cases, the
normal form can be computed in quadratic time, and, then, the comparison itself
can be made in linear time. This is also the case with the lamination method of
Chapter XII: in this case, the coordinates of a braid can be computed in quadratic
time, and the comparison (with the unit braid) can then be made in (sub)linear
time. Similar results are conjectured in the case of the handle reduction method of
Chapter V and the Tetris algorithm of Chapter XI—see Chapter XVI for further
discussion.

Let us mention that, for a convenient definition for the RAM complexity of
the input braids, the algorithm of Chapter XII even leads to a complexity upper
bound which is quadratic independently of the braid index n, i.e., there exists an
absolute constant C so that the running time for complexity % input braids in B∞
is bounded above by C · %2.

We also point out that every comparison algorithm for the σ-ordering of braids
automatically gives a solution to the braid word problem—i.e., to the braid isotopy
problem: indeed, we have w = w′ if and only if we have neither w < w′ nor w > w′.
It also leads to a comparison for the flipped version <Φ of the σ-ordering, as, if
w, w′ are n-strand braid words, w <Φ w′ is equivalent to Φn(w) < Φn(w′), and the
flip automorphism Φn can be computed in linear time.

Another related question is that of effectively finding σ-positive representative
words, i.e., starting with a braid word w, finding an equivalent braid word w′ that
is σ-positive, σ-negative, or empty. Property C asserts that this is always possible.
Every algorithmic solution to that problem gives a comparison algorithm as, by
Property A, w′ being σ-positive implies w = w′ > 1, but, conversely, deciding
w > 1 does not require to exhibit a σ-positive witness.

Proposition 1.22. The σ-positive representative problem has at most an ex-
ponential complexity: there exist a polynomial P (n, %) and an algorithm that, start-
ing with an n-strand braid word w of length %, runs in time 2P (n,") and returns a
braid word of length bounded by 2P (n,") that is equivalent to w and is σ-positive,
σ-negative, or empty.

The handle reduction approach of Chapter V gives the precise form of such a
polynomial: P (n, %) = n4%. From the transmission-relaxation approach of Chap-
ter XI, an asymptotically better estimate can be extracted: P (n, %) = const · n%.
However, the algorithm outlined in Chapter XI is just polynomial, but the output
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of the algorithm is not a braid word in the standard sense but a zipped word,
this meaning that, sometimes, instead of writing one and the same subword many
times, the algorithm outputs the subword once and specifies the number of repeti-
tions. This allows to make the size of the output bounded above by a polynomial
in n and % though the length of the word after unzipping is not known to be of
polynomial size so far.

It is likely that the approach of Chapter VIII leads to much better results: a
quadratic bound is conjectured, without zipping the output. Again, we refer to
Chapter XVI for further discussion.

2. Local properties of the σ-ordering

We shall now list—with or without proof—some properties of the σ-ordering
of braids. In this section, we consider properties that can be called local in that
they involve finitely many braids at a time.

2.1. Curious examples. We start with a series of examples, including some
rather surprising ones, that illustrate the complexity of the σ-ordering. The reader
should note that all examples below live in B3. This shows that, despite its simple
definition, even the σ-ordering of 3-strand braids is a quite complicated object.

The first example shows that the σ-ordering is not invariant under multiplica-
tion on the right—as was already known from Proposition 1.2.

Example 2.1. Let β = σ1σ
−1
2 , and γ = σ1σ2σ1, i.e., γ = ∆3. The word

σ1σ
−1
2 contains one occurrence of σ1 and no occurrence of σ−1

1 , so the braid β is
σ-positive, and β > 1 is true. On the other hand, the braid γ−1βγ is represented by
the word σ−1

1 σ−1
2 σ−1

1 σ1σ
−1
2 σ1σ2σ1, hence also by the equivalent word σ2σ

−1
1 , as, by

Lemma I.4.4, we have ∆−1
3 σi∆3 = σ3−i for i = 1, 2. The word σ2σ

−1
1 contains one

letter σ−1
1 and no letter σ1. So, by definition, we have γ−1βγ < 1, and, therefore,

βγ < γ. So 1 < β does not imply γ < βγ.

A phenomenon connected with the non-invariance under right multiplication is
that a conjugate of a braid that is larger than 1 may be smaller than 1. Example 2.1
actually gives us an illustration of this situation: in fact, in this case, the conjugate
is the inverse.

Example 2.2. Let β = σ1σ
−1
2 again. Then β is σ1-positive, hence larger than 1.

By Lemma I.4.4, conjugating by ∆3 amounts to exchanging σ1 and σ2. So we have
∆3β∆−1

3 = σ2σ
−1
1 , a σ1-negative braid, hence smaller than 1, i.e., we have β > 1

and ∆3β∆−1
3 < 1—however, we shall see in Corollary 3.7 below that the conjugates

of a braid β cannot be too far from β.

An easy exercise is that every left-invariant ordering such that g ≺ h implies
g−1 / h−1 is also right-invariant. As the braid ordering is not right-invariant, there
must exist counter-examples, i.e., braids β, γ satisfying β < γ and β−1 < γ−1. Here
are examples of this situation.

Example 2.3. Let β = ∆3 and γ = σ2
2σ1. Then we find β−1γ = σ1σ

−1
2 , a

σ1-positive word, and βγ−1 = σ1σ
−1
2 , again a σ1-positive word, So, in this case, we

have 1 < β < γ and β−1 < γ−1.

Example 2.4. Here is a stronger example. Let β = σ−1
2 σ2

1σ2 and γ = ∆3. We
find now β−1γ = σ1σ

−1
2 σ1 (see below), a σ1-positive word, and βγ−1 = σ−1

2 σ1σ
−1
2 , a
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σ1-positive word. So we obtain again 1 < β < γ and β−1 < γ−1. But there is more.
We claim that β−pγ = σ1σ

−2p+1
2 σ1 holds for p ! 1. Indeed, for p = 1, we have

β−1γ = σ−1
2 σ−1

1 · σ−1
1 σ2σ1σ2 · σ1 = σ−1

2 σ−1
1 · σ2σ1 · σ1 = σ1σ

−1
2 σ1.

For p ! 2, applying the induction hypothesis, we find

β−pγ = σ−1
2 σ−2

1 σ2 · β−p+1γ

= σ−1
2 σ−2

1 σ2 · σ1σ
−2p+3
2 σ1 = σ1σ

−2
2 · σ−2p+3

2 σ1 = σ1σ
−2p+1
2 σ1.

As σ1σ
−2p+1
2 σ1 is a σ1-positive word for each p, we have in this case 1 < βp < γ for

each positive p, and β−1 < γ−1.

Even more curious situations occur. Assume that β is a σ1-positive braid. Then
the sequence 1, β, β2, ... is strictly increasing, and its entries admit expressions in
which more and more letters σ1 occur. One might therefore expect that, eventually,
the braid βp dominates σ1, which only contains one letter σ1. The next example
shows this is not the case.

Example 2.5. Consider β = σ−1
2 σ1. Then βp < σ1 holds for each p. The

inequality clearly holds for p " 0. For positive p, we will show that σ−1
1 βp is

σ1-negative. To this end, we prove the equality

σ−1
1 βp = σ2(σ2σ

−1
1 )p−1σ−1

1 σ−1
2(2.1)

using induction on p ! 1. For p = 1, (2.1) reduces to σ−1
1 σ−1

2 σ1 = σ2σ
−1
1 σ−1

2 , which
directly follows from the braid relation. For p ! 2, we find

σ−1
1 βp = (σ−1

1 βp−1) · σ−1
2 σ1

= σ2(σ2σ
−1
1 )p−2σ−1

1 σ−1
2 · σ−1

2 σ1

= σ2(σ2σ
−1
1 )p−2σ2σ

−2
1 σ−1

2 = σ2(σ2σ
−1
1 )p−1σ−1

1 σ−1
2 ,

using the induction hypothesis and the equality σ−1
1 σ−2

2 σ1 = σ2σ
−2
1 σ−1

2 .
It can be observed that, more generally, βp < σ−q

2 σ1 holds for all nonnegative p
and q. So the ascending sequence βp does not even approach σ1, as it remains below
each entry in the descending sequence σ−q

2 σ1.

Our last example will demonstrate that the σ-ordering of Bn is not Conradian.

Definition 2.6. A left-invariant ordering ≺ of a group G is Conradian if
for all g, h in G that are greater than 1, there exists a positive integer p satis-
fying h ≺ ghp.

Conrad used this property in [38] to show that such left-ordered groups share
many of the properties of bi-orderable groups—see Section XV.5 for more details.

Proposition 2.7. For n ! 3, the σ-ordering of the braid group Bn is not
Conradian.

Proof. Let β = σ−1
2 σ1 and γ = σ−2

2 σ1. Clearly, β and γ are σ1-positive, so
β > 1 and γ > 1 hold. We claim that γβp < β holds for each p ! 0. To see that,
we prove using induction on p ! 0 the equality

β−1γβp = σ2
2(σ−1

1 σ2)
p−1σ−2

1 σ−1
2 .(2.2)

For p = 0, using the braid relations, we find

β−1γ = σ−1
1 σ2σ

−2
2 σ1 = σ−1

1 σ−1
2 σ1 = σ2σ

−1
1 σ−1

2 = σ2
2(σ−1

1 σ2)
−1σ−2

1 σ−1
2 .
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For p = 1 we have

β−1γβ = σ−1
1 σ2σ

−2
2 σ1σ

−1
2 σ1 = σ−1

1 σ−1
2 σ1σ

−1
2 σ1 = σ2σ

−1
1 σ−2

2 σ1 = σ2
2σ−2

1 σ−1
2 .

For p ! 1, again using the equality σ−1
1 σ−2

2 σ1 = σ2σ
−2
1 σ−1

2 of Example 2.5, we find

β−1γβp = (σ2
2(σ−1

1 σ2)
p−2σ−2

1 σ−1
2 )(σ−1

2 σ1)

= σ2
2(σ−1

1 σ2)
p−2σ−1

1 σ2σ
−2
1 σ−1

2 = σ2
2(σ−1

1 σ2)
p−1σ−2

1 σ−1
2 .

For p ! 1, the right-hand side of (2.2) is σ1-negative, and, for p = 0, it is equivalent
to the σ1-negative word σ2σ

−1
1 σ2, so, in each case, we obtain β < γβp.

2.2. Property S. After the many counter-examples of Section 2.1, we turn
to positive results.

We have seen in Example 2.1 that the σ-ordering of braids is not invariant
under multiplication on the right, and, therefore, that a conjugate of a braid larger
than 1 need not be larger than 1. This phenomenon cannot, however, occur with
conjugates of positive braids, i.e., of braids that can be expressed using the gen-
erators σi only, and not their inverses. The core of the question is the last of the
three fundamental properties of braids we shall develop here:

Property S (Subword). Every braid of the form β−1σiβ is σ-positive.

Property S was first proved by Richard Laver in [136]. In this text, proofs of
Property S appear on pages 75, 143, 185, and 253.

Using the compatibility of < with multiplication on the left and a straighfor-
ward induction, we deduce the following result, which explains our terminology:

Proposition 2.8. Assume that β, β′ are braids and some braid word repre-
senting β′ is obtained by inserting positive letters σi in a braid word representing β.
Then we have β′ > β.

We recall that B+
∞ denotes the submonoid of B∞ generated by the braids σi.

Another consequence of Property S is:

Proposition 2.9. If β belongs to B+
∞ and is not 1, then β′ > 1 is true for

every conjugate β′ of β. More generally, β > 1 is true for every quasi-positive
braid β, the latter being defined as a braid that can be expressed as a product of
conjugates of positive braids.

Proof. Assume β′ = γ−1βγ with β ∈ B+
∞. By definition, β is a product of

finitely many braids σi, so, in order to prove β′ > 1, it suffices to establish that
γ−1σiγ > 1 holds for each i, and this is Property S.

As was noted by Stepan Orevkov [165], the converse implication is not true: the
braid σ−5

2 σ1σ
2
2σ1 is a non-quasi-positive braid but every conjugate of it is σ-positive.

By applying the flip automorphism Φn, we immediately deduce from Property S
that every braid of the form β−1σiβ is also σΦ-positive, and that the counterpart
of Proposition 2.8 involving the ordering <Φ is true. A direct application is the
following result, which is important to analyse the restriction of <Φ to B+

∞:

Proposition 2.10. For each n, the set B+
n is the initial segment of (B+

∞, <Φ)
determined by σn, i.e., we have B+

n = {β ∈ B+
∞ | β <Φ σn}.
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Proof. By definition, β <Φ σn holds for every β in B+
n. Indeed, if w is any

n-strand braid word representing β, then w−1σn is a σΦ
n-positive word represent-

ing β−1σn.
Conversely, assume that β is a positive braid satisfying β <Φ σn. Let w be a

positive braid word representing β, and let σi be the generator with highest index
occurring in w. By the counterpart of Proposition 2.8, we have β !Φ σi, and,
therefore, i ! n would contradict the hypothesis β <Φ σn.

Another application of Property S is the following property from [52]. We recall
that sh denotes the shift endomorphism of B∞ that maps σi to σi+1 for every i.

Proposition 2.11. For each braid β, we have β < sh(β)σ1.

Proof. Let β be an arbitrary braid in Bn. We claim that the braid β−1sh(β)σ1

is σ1-positive. To see that, we write, inside Bn+1,

β−1sh(β)σ1 = (β−1σ2 ... σnβ) · (σ−1
n ... σ−1

2 ) · (σ2 ... σnβ−1σ−1
n ... σ−1

2 ) · sh(β)σ1.

The first underlined fragment is a conjugate of the positive braid σ2 ... σn, so, by
Property S, it is σ-positive, hence either σ1-positive or σ1-free. The second under-
lined fragment is σ1-free. Next, it is easy to check with a picture that the third
underlined fragment is equal to σ−1

1 sh(β−1)σ1. Putting things together, we obtain

β−1sh(β)σ1 = β′ · σ−1
1 sh(β−1) · σ1 · sh(β)σ1,

where β′ is a braid that is either σ1-positive or σ1-free. But, now, we see that the
underlined expression is a conjugate of σ1, so, by Property S, it is σ-positive, hence
σ1-positive or σ1-free. We deduce that β−1sh(β)σ1 itself is σ1-positive or σ1-free.

Finally, it is impossible that β−1sh(β)σ1 be σ1-free. Indeed, let π be the per-
mutation of {1, ... , n} induced by β. Then the initial position of the strand that
finishes at position 1 in any diagram representing β−1sh(β)σ1 is π−1(π(1) + 1),
which cannot be 1.

So the only possibility is that β−1sh(β)σ1 is σ1-positive, hence σ-positive.

3. Global properties of the σ-ordering

We turn to more global properties, involving infinitely many braids at a time.
Here we successively consider the Archimedian property, the question of density
and the associated topology, and convex subgroups.

3.1. The Archimedian property. We shall show that the σ-ordering and,
more generally, any left-invariant ordering of Bn fails to be Archimedian for n ! 3.
However, certain partial Archimedian properties involving the central elements ∆2

n

are satisfied.

Definition 3.1. A left-ordered group (G,≺) is said to be Archimedian if, for
all g, h larger than 1 in G, there exists a positive integer p for which g ≺ hp holds.

In other words, the powers of any non-trivial element are cofinal in the ordering.
For example, an infinite cyclic group, with either of the two possible orderings,
is Archimedian. On the other hand, Z × Z, with the lexicographic ordering is
not Archimedian, whereas Archimedian orderings for the same group do exist, by
embedding Z×Z in the additive real numbers, sending the generators to rationally
independent numbers, and taking the induced ordering.
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Proposition 3.2. The σ-ordering of Bn is not Archimedian for n ! 3.

Proof. For every positive integer p, we have 1 < σp
2 < σ1.

One can say more.

Proposition 3.3. For n ! 3, every left-invariant ordering of Bn fails to be
Archimedian.

This follows from the the fact that Bn is not Abelian for n ! 3 and a result
of P. Conrad [38], generalizing the classical theorem of Hölder [110]: any left-
invariant Archimedian ordering of a group must also be right-invariant, and the
group embeds, simultaneously in the algebraic and order senses, in the additive
real numbers. In particular, such a group is Abelian.

By contrast to the previous negative result, there is a partial Archimedian
property involving the central element ∆2

n, namely that every braid is dominated
by some power of the braid ∆2

n.
The results we shall establish turn out to be true not only for the σ-ordering,

but also for any left-invariant ordering of Bn. So, for the rest of this section, we
consider this extended framework. When ≺ denotes a strict ordering, # denotes
the corresponding non-strict ordering, i.e., x # y stands for “x ≺ y or x = y”.

Lemma 3.4. Assume that ≺ is a left-invariant ordering of Bn. Then ∆2p
n ≺ β

implies β−1 ≺ ∆−2p
n , and the conjunction of ∆2p

n ≺ β and ∆2q
n ≺ γ implies

∆2p+2q
n ≺ βγ. The same implications hold for #.

Proof. Assume ∆2p
n ≺ β. Multiplying by β−1 on the left, we get β−1∆2p

n ≺ 1,
which is also ∆2p

n β−1 ≺ 1. Multiplying by ∆−2p
n on the left, we deduce β−1 ≺ ∆−2p

n .
Assume now ∆2p

n ≺ β and ∆2q
n ≺ γ. By multiplying the first inequality by ∆2q

n

on the left, we obtain ∆2p+2q
n ≺ ∆2q

n β = β∆2q
n . By multiplying the second inequality

by β on the left, we obtain β∆2q
n ≺ βγ. We deduce ∆2p+2q

n ≺ βγ.

Lemma 3.5. Assume that ≺ is a left-invariant ordering of Bn satisfying 1 ≺ ∆n.
Then, for each i in {1, ... , n− 1}, we have ∆−2

n ≺ σi ≺ ∆2
n.

Proof. By Lemma I.4.4, we have δn
n = ∆2

n, so the hypothesis 1 ≺ ∆n implies
1 ≺ ∆2

n = δn
n , hence 1 ≺ δn, and, therefore, 1 ≺ δn ≺ δ2

n ≺ ... ≺ δn
n = ∆2

n.
Assume that ∆2

n # σi holds for some i. Let j be any element of {1, ... , n− 1}.
By Formulas (I.4.3) and (I.4.4), we can find p with 0 " p " n− 1 satisfying
σj = δ−p

n σiδ
p
n. Then we obtain

1 ≺ δn−p
n = δ−p

n ∆2
n # δ−p

n σi # δ−p
n σiδ

p
n = σj .

So 1 ≺ σj holds for each generator σj . Applying Lemma 3.4, we deduce that, if
a braid β can be represented by a positive braid word that contains at least one
letter σi, then ∆2

n # β holds. This applies in particular to ∆n, and we deduce
∆2

n # ∆n, which contradicts the assumption 1 ≺ ∆n.
Similarly, assume that that σi # ∆−2

n holds. Consider again any σj . If p is as
above, we also have σj = δn−p

n σiδ
p−n
n , since δn

n lies in the center of Bn. Then we
find

σj = δn−p
n σiδ

p−n
n ≺ δn−p

n σi # δn−p
n ∆−2

n = δ−p
n # 1.

This time, σj ≺ 1 holds for each j. As ∆n is a positive braid, this implies ∆n ≺ 1,
which contradicts the assumption 1 ≺ ∆n.



3. GLOBAL PROPERTIES OF THE σ-ORDERING 23

Gathering the results, we immediately deduce:

Proposition 3.6. Assume ≺ is a left-invariant ordering of Bn and 1 ≺ ∆n

holds. Then, for each braid β in Bn, there exists a unique integer p for which
∆2p

n # β ≺ ∆2p+2
n is true. Moreover, if β can be represented by a braid word of

length %, we have |p| " %.

Proof. Lemma 3.5 implies that each generator σi lies in the interval (∆−2
n , ∆2

n).
Then Lemma 3.4 implies that every braid that can be represented by a word of
length % lies in the interval [∆−2"

n , ∆2"
n ). As this interval is the disjoint union of the

intervals [∆2p
n , ∆2p+2

n ) for −% " p < %, the result of the proposition follows.

We obtain in this way a decomposition of (Bn,≺) into a sequence of disjoint
intervals of size ∆2

n, as suggested in Figure 1.
As noted by A. Malyutin in [149], the previous result implies that the action

of conjugacy cannot move a braid too far.

Corollary 3.7 (Figure 1). Assume that ≺ is a left-invariant ordering of Bn

satisfying 1 ≺ ∆n. Then, if β and β′ are conjugate,

∆2p
n # β ≺ ∆2p+2

n implies ∆2p−2
n # β′ ≺ ∆2p+4

n .(3.1)

So, in particular, β∆−4
n ≺ β′ ≺ β∆4

n is always true.

Proof. Assume ∆2p
n # β ≺ ∆2p+2

n and β′ = γβγ−1. By Proposition 3.6, we
have ∆2q

n # γ ≺ ∆2q+2
n for some q. Lemma 3.4 first implies ∆−2q−2

n ≺ γ−1 # ∆−2q
n ,

and then
∆2q+2p−2q−2

n ≺ γβγ−1 ≺ ∆2q+2+2p+2−2q
n ,

which gives ∆2p−2
n ≺ β′ ≺ ∆2p+4

n .

∆−2
n 1 ∆2

n ∆4
n ∆6

n (Bn, <)
for β here

all conjugates of β are there

︷ ︸︸ ︷
︸ ︷︷ ︸

Figure 1. Powers of ∆2
n and the action of conjugacy on (Bn, <).

All the previous results apply to the σ-ordering, as it is a left-invariant ordering
of Bn and 1 < ∆n is satisfied. Note that, in this case, Corollary 3.7 is optimal in
the sense that we cannot replace intervals of length ∆2

n with intervals of length ∆n

in Lemma 3.4: for instance, we have 1 < σ2
1σ2 < ∆3 and ∆2

3 < ∆3σ2
1σ2 < ∆3

3.

3.2. Discreteness and density. Left-invariant orderings of a group have a
sort of homogeneity—the ordering near any two group elements has similar order
properties, because of invariance under left translation. In particular, there is a
basic dichotomy between discrete and dense orders.

Definition 3.8. A left-invariant ordering of a group is said to be discrete if
its positive cone has a least element; it is said to be dense if the positive cone does
not have a least element.
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Equivalently, a left-invariant ordering of a group is discrete if every group ele-
ment has an immediate successor and predecessor, and it is dense if between any
two group elements one can find another element of the group. One verifies eas-
ily that, in a discretely left-ordered group, with least element ε larger than 1, the
immediate successor of a group element g is gε and its immediate predecessor is
gε−1.

The braid orderings display both types.

Proposition 3.9. The σ-ordering of Bn is discrete, with least σ-positive ele-
ment σn−1.

Proof. Clearly σn−1 is σ-positive. Conversely, assume that β belongs to Bn

and is σ-positive. If β is σi-positive for some i with i " n− 2, then σ−1
n−1β is σi-

positive as well, so σn−1 < β holds. On the other hand, if β is σn−1-positive, it
must be σp

n−1 for some p ! 1, and we find σ−1
n−1β = σp−1

n−1, hence σn−1 " β.

As the flip automorphism Φn is an isomorphism of (Bn, <) to (Bn, <Φ), the
flipped version <Φ of the σ-ordering is also discrete on Bn, and σ1 is the least σΦ-
positive element. In the inclusions Bn ⊆ Bn+1, the σΦ-ordering has the pleasant
property that the same element σ1 is least σ-positive in each braid group. For this
reason, we see a difference in the two orderings in the limit. The reader may easily
verify the following.

Proposition 3.10. The σ-ordering of B∞ is dense, whereas the σΦ-ordering
of B∞ is discrete, with σ1 being the least element larger than 1.

Corollary 3.11. The ordered set (B∞, <) is order-isomorphic to (Q, <).

Proof. A well-known result of Cantor says that any two countable linearly
ordered sets that are dense—there always exists an element between any two
elements—and unbounded—there is no minimal or maximal element—are isomor-
phic: assuming that the sets are {an | n ∈ N} and {bn | n ∈ N}, one alternatively
defines f(a0), f−1(b0), f(a1), f−1(b1), etc. so as to keep f order-preserving.

Here the rationals are eligible, and the set B∞ is countable. So, in order to
apply Cantor’s criterion, it suffices to prove that (B∞, <) is dense and unbounded.
The former result is Proposition 3.10. The latter is clear: for every braid β, we
have βσ−1

1 < β < βσ1.

Of course, the order-isomorphism of Corollary 3.11 could not be an isomorphism
in the algebraic sense, as B∞ is non-Abelian.

Every linearly ordered set has an order topology, with open intervals forming
a basis for the topology. If the ordering is discrete, as is the case for the σ-ordering
of Bn for n < ∞, then the topology is also discrete. Since B∞, with the σ-ordering,
is order isomorphic with the rational numbers, its order topology is metrizable. In
fact, it has a natural metric, as follows.

Proposition 3.12. For β 0= β′ in B∞, define d(β, β′) to be 2−p where p is the
greatest integer satisfying β−1β′ ∈ shp(B∞), completed with d(β, β) = 0. Then d is
a distance on B∞, and the topology of B∞ associated with the linear order < is the
topology associated with d.

Proof. It is routine to verify that d is a distance. The open disk of ra-
dius 2−p centered at β is the left coset β shp(B∞), i.e., the set of all braids of the
form β shp(γ).
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Assume now that β1, β, β2 lie in Bn and β1 < β < β2 holds. We will show that
the open d-disk around β of radius 2−n+1 is included in the interval (β1, β2). Indeed,
if d(β, γ) < 2−n+1, then β−1γ belongs to shn(B∞). The hypothesis β1 < β implies
that β−1

1 β is σi-positive for some i " n− 1. Writing β−1
1 γ = (β−1

1 β)(β−1γ), we see
that β−1

1 γ is also σi-positive and, therefore, β1 < γ is true. A similar argument
gives γ < β2.

Conversely, let us start with an arbitrary open d-disk β shp(B∞). Let β′ be a
braid in this disk; we have to find an open <-interval containing β′ which lies entirely
in the disk. By hypothesis, we have β′ = β shp(γ) for some γ of B∞. Let γ1 and γ2

be any braids satisfying γ1 < γ < γ2. Then the interval (β shp(γ1), β shp(γ2)) con-
tains β shp(γ) and is included in the disk, because shp(B∞) is convex—see Propo-
sition 3.17 below. This completes the proof that the topologies associated with <
and with d coincide.

3.3. Dense subgroups. It is clear that densely ordered groups can have sub-
groups which are discretely ordered (by the same ordering)—witness Z in Q. But
the reverse can happen, too. For example, the lexicographic ordering on Q × Z
is discrete—with least positive element (0, 1)—whereas the subgroup Q × {0} is
densely ordered. This latter phenomenon happens quite naturally also for the
braid groups.

Note that, if one allows the generators σi to commute, the braid relation
σiσi+1σi = σi+1σiσi+1 implies that σi and σi+1 become equal. From this one sees that
the Abelianization of Bn is infinite cyclic, and the Abelianization map Bn → Z can
be identified with the sum of the exponents of a word in the σi generators. The com-
mutator subgroup [Bn, Bn] consists exactly of braids expressed in the generators σi

with exponent sum zero.

Proposition 3.13. [37] For n ! 3, the commutator subgroup [Bn, Bn] is den-
sely ordered under the σ-ordering.

Proof. For simplicity, we will prove this just for n = 3, referring the reader
to [37] for the general case, whose proof is similar.

For contradiction, suppose [B3, B3] has a least σ-positive element β. We con-
sider the braid βσ2β

−1. There are three possibilities:
Case 1: βσ2β

−1 is σ1-positive. Then β must be σ1-positive. So is βσ2β
−1σ−1

2

and we have 1 < βσ2β
−1σ−1

2 . On the other hand, as β is σ1-positive, σ2β
−1σ−1

2 is
σ1-negative, and we have σ2β

−1σ−1
2 < 1 and βσ2β

−1σ−1
2 < β. So the commutator

βσ2β
−1σ−1

2 is a smaller σ-positive element of [B3, B3] than β, contradicting the
hypothesis on β.

Case 2: βσ2β
−1 is σ1-negative. A similar argument gives 1 < βσ−1

2 β−1σ2 < β,
again a contradiction.

Case 3: βσ2β
−1 is σp

2 for some p. Counting the exponents, we see that the
only possibility is p = 1, i.e., β commutes with σ2. It is shown in [84] that the
centralizer of the subgroup of B3 generated by σ2 is the subgroup (isomorphic
to Z × Z) generated by σ2 and ∆2

3, so we must have β = (σ1σ2σ1)2qσr
2 for some

integers q, r. But, since β is σ1-positive and a commutator, we have q > 0 and
6q + r = 0. Now, consider β′ = σ1σ

−1
2 . We have β′ > 1 and β′ ∈ [B3, B3], and an

easy calculation gives β′ < β, again contradicting the hypothesis on β.

Other subgroups of Bn with n ! 3 which are shown to be densely ordered by
the σ-ordering in [37] include:
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• [PBn, PBn], the commutator subgroup of the pure braid group; but PBn itself is
discretely ordered, with least positive element σ2

n−1,
• the subgroup of Brunnian braids—defined as braids such that, for every strand,
its removal results in a trivial braid,
• the subgroup of homotopically trivial braids, as considered in [98],
• kernels of the Burau representation for those n for which this representation is
unfaithful—it is known to be unfaithful for n ! 5 and faithful for n " 3.

The method of proof is to identify explicitly which braids can possibly be the
least σ-positive elements of a given normal subgroup of Bn.

3.4. Convex subgroups. Convex subgroups play an important role in the
theory of orderable groups.

Definition 3.14. If (G,≺) is a left-ordered group, a subgroup H of G is said
to be convex if, for all h, h′ in H and g in G satisfying h ≺ g ≺ h′, one has g ∈ H.

An equivalent criterion for convexity of H is: the conjunction of 1 ≺ g ≺ h,
g ∈ G, and h ∈ H implies g ∈ H. It is easy to verify that the collection of convex
subgroups of a given group is linearly ordered by inclusion. Moreover, if N is a
normal convex subgroup of the left-ordered group G, then the quotient group G/N
is left-orderable, by ordering cosets according to their representatives.

If the ordering of G is discrete, and H is a convex subgroup distinct from {1},
then the ordering on H is also discrete, and H contains the minimal positive element
of G, which is also minimal positive in H.

We shall see that there are rather few convex subgroups in the braid groups
under the σ-ordering.

Proposition 3.15. The group Bn has no proper normal convex subgroup.

Proof. Suppose H is a normal and convex subgroup of Bn distinct of {1}. As
remarked above, the minimal positive element σn−1 of Bn belongs to H by convexity.
Since H is normal, σ1 also belongs to H, as the Garside braid ∆n conjugates it
to σn−1. All the other σi generators are positive and less than σ1, so they must also
be in H, and therefore we have H = Bn—alternatively, we can observe that all
generators σi are conjugated to σn−1 in Bn, as seen in Lemma I.4.4.

Proposition 3.16. For i in {1, ... , n− 1}, let Hi be the subgroup of Bn gener-
ated by σi, ... , σn−1. Then each subgroup Hi is convex in Bn and these are the only
non-trivial convex subgroups.

Proof. First, we verify that Hi is convex. Suppose 1 < γ < β with β ∈ Hi

and γ ∈ Bn. Note that the σ-positive elements of Hi are exactly the σj-positive
braids in Bn with j ! i. So β is σj-positive for some j ! i. By hypothesis, γ
is σk-positive for some k in {1, ... , n − 1}. If we had k < j, then β−1γ would be
σj-positive, implying β < γ and contradicting the hypothesis. Therefore we have
k ! j ! i and γ lies in Hi.

It remains to show that there are no other non-trivial convex subgroups. As-
sume that C is a convex subgroup of Bn distinct of {1}. Let i be the least positive
integer such that C contains a σi-positive braid, say β. We will show that C = Hi.
First note that C contains each σj with j > i, because σ−1

j β is σi-positive and we
have 1 < σj < β ∈ C.
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Now we may write β = β0σiβ1σi ... σiβm for some m ! 1 and some βi belonging
to Hi+1, hence to C. Since C is a subgroup and β0 belongs to C, the braid β′

defined by β′ = σiβ1σi ... σiβm also belongs to C. In case m > 1, we conclude σ−1
i β′

is also σi-positive and therefore we have 1 < σi < β′. On the other hand, if m = 1
holds, we have β′ = σiβ1. In either case, we conclude that σi belongs to C. We have
shown that C is included in Hi. If the inclusion were proper, then C would contain
a braid which is σj-positive for some j < i, contradicting our choice of i.

Almost exactly the same argument shows the following.

Proposition 3.17. The non-trivial convex subgroups of B∞ are exactly those
of the form shi(B∞). None of these is normal.

Finally, using the flip automorphism Φn, we see that, when the σΦ-ordering <Φ

replaces the σ-ordering, then the convex subgroups of Bn are the groups Bi with
i " n. The same holds for B∞.

4. The σ-ordering of positive braids

In this section, we review some results about the restriction of the orderings <
and <Φ to the braid monoids B+

n, most of which will be further developed in Chap-
ters VII and VIII. As the many examples of Section 2.1 showed, the σ-ordering is a
quite complicated ordering. By contrast, its restriction to the monoid B+

n is a sim-
ple ordering, namely a well-ordering. In particular, every nonempty set of positive
braids has a least element, and, if it is bounded, it has a least upper bound.

We give two proofs of the well-order property for the σ-ordering of B+
n. Due to

Laver [136] and based on Property S, the first one uses Higman’s subword lemma,
and it is not constructive. Then, we give another argument, which is constructive
and much more precise. It is based on Serge Burckel’s approach in [27]. Here
we follow the new description of [42], which relies on an operation called the Φn-
splitting of a braid. It shows that the ordering of B+

n is a sort of lexicographical
extension of the ordering of B+

n−1.
Most of the properties described in this section for the monoids B+

n extend to
the case of the so-called dual braid monoids B+∗

n . Introduced by Birman, Ko, and
Lee in [15], the dual monoid B+∗

n is a submonoid of Bn that properly includes B+
n.

Interestingly, the proofs turn out to be easier in the case of B+∗
n than in the case

of B+
n. We refer to Chapter VIII for details.

4.1. The well-order property. Restricting a linear ordering to a proper
subset always gives a linear ordering, but the properties of the initial ordering and
of its restriction may be very different—we already saw examples in Section 3.3.
This is what happens with the σ-ordering of Bn and its restriction to B+

n. For
instance, we saw in Proposition 3.9 that (Bn, <) is discrete, and that every braid β
has an immediate predecessor, namely βσ−1

n−1. The situation is radically different
with B+

n. In particular, (B+
n, <) has limit points: for instance, in (B+

3 , <), the
braid σ1 is the least upper bound of the increasing sequence (σp

2)p!0—see Figure 2.
We recall that a linear ordering is called a well-ordering if every nonempty

subset has a least element, or, equivalently—provided some very weak form of the
Axiom of Choice is assumed—if it admits no infinite descending sequence. A direct
consequence of Property S is the following important result.

Proposition 4.1. For every n, the restriction of < to B+
n is a well-ordering.
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1 σ2 σ2
2... σ1 σ1σ2 σ1σ

2
2...

1 σ2 σ2
2... ...σ−1

2 σ1σ
−1
2

σ−1
2 σ1
↓ σ−1

2 σ1σ2... ...σ1σ
−1
2 σ1 σ1σ2 σ1σ

2
2... (B3, <)

(B+
3 , <)

Figure 2. Restricting to positive braids completely changes the ordering:
for instance, in (B+

3 , <), the braid σ1 is the limit of σp
2 , whereas, in (B3, <),

it is an isolated point with immediate predecessor σ−1
2 σ1; the grey part

in B3 includes infinitely many braids, such as σ−1
2 σ1 and its neighbours—

and much more—but none of them lies in B+
3 .

Proof. A theorem of Higman[107]—known as “Higman’s subword lemma”—
says: An infinite set of words over a finite alphabet necessarily contains two ele-
ments w, w′ such that w′ can be obtained from w by inserting intermediate letters
(in not necessarily adjacent positions). Let β1, β2, ... be an infinite sequence of
braids in B+

n. Our aim is to prove that this sequence is not strictly decreasing. For
each p, choose a positive braid word wp representing βp. There are only finitely
many n-strand braid words of a given length, so, for each p, there exists p′ > p
such that wp′ is at least as long as wp. So, inductively, we can extract a subse-
quence wp1 , wp2 , ... in which the lengths are non-decreasing. If the set {wp1 , wp2 , ...}
is finite, there exist k, k′ such that wpk and wpk′ are equal, and we have then
βpk = βpk′ . Otherwise, by Higman’s theorem, there exist k, k′ such that wpk is a
subword of wpk′ , and, by construction, we must have pk < pk′ . By Property S,
this implies βpk " βpk′ in B+

n. So, in any case, the sequence β1, β2, ... is not strictly
decreasing.

The previous proof actually shows more.

Proposition 4.2. Assume that M is a submonoid of B∞ generated by finitely
many braids, each of which is a conjugate of some σi—hence of σ1. Then the
restriction of < to M is a well-ordering.

Proof. In the proof of Proposition 4.1, Property S is used to ensure that, if
a word w in the generators σi of Bn is a subword of another word w′, then we have
w " w′, where w denotes the braid represented by w. Now the same property holds
for the generators of M , as each of them is a conjugate of some σi. Indeed, inserting
a pattern of the form vσiv

−1 after w1 in a braid word w1w2 amounts to inserting σi

in the equivalent braid word w1vv−1w2, and, therefore, the braid represented by
w1 · vσiv

−1 · w2 is larger than the braid represented by w1w2.

Typically, the dual braid monoids investigated in Chapter VIII are eligible for
Proposition 4.2.

Remark 4.3. The hypothesis that the monoid M is finitely generated is crucial
in Proposition 4.2. For instance, we already observed that the submonoid B+

∞
of B∞ is not well-ordered by the σ-ordering, as we have an infinite descending
sequence σ1 > σ2 > ... Such phenomena already occur inside B3: for instance, the
submonoid of B3 generated by all conjugates σ−p

2 σ1σ
p
2 of σ1—and, more generally,

the submonoid of all quasi-positive n-strand braids, defined to be the submonoid
of Bn generated by all conjugates of σ1, ... , σn−1—contains the infinite descending
sequence σ1 > σ−1

2 σ1σ2 > σ−2
2 σ1σ

2
2 > ...
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Being a well-ordering has strong consequences. In particular, in contrast to
what the examples of Section 2.1 showed, the well-order property implies the most
general form of the phenomenon observed in Figure 2:

Corollary 4.4. Every nonempty subset of B+
n is either cofinal or it has a least

upper bound inside (B+
n, <).

Indeed, for X included in B+
n, unless X is unbounded in B+

n, the set of all upper
bounds of X is nonempty, hence it admits a least element.

4.2. The recursive construction of the ordering on B+
n. We gave above

a quick proof for Proposition 4.1, but the latter is not constructive, and it gives
no direct description of the well-ordering (B+

n, <). We shall now give such a de-
scription, based on a recursive construction that connects (B+

n−1, <) and (B+
n, <).

This approach leads in particular to considering the ordering of B+
n as an iterated

extension of the ordering of B+
2 , i.e., of the standard ordering of natural numbers.

To explain the results, it is crucial to use the flipped version of the σ-ordering,
i.e., the ordering <Φ defined from σΦ-positive braids. The reason is that, although
(B+

n, <) and (B+
n, <Φ) are isomorphic, the pairs (B+

n, B+
n−1, <) and (B+

n, B+
n−1, <

Φ)
are not, and the connection between B+

n and B+
n−1 is more easily described in the

case of <Φ.
The starting point of the approach is the following result from [42]. We recall

that Φn denotes the flip automorphism (both of Bn and of B+
n) that exchanges σi

and σn−i for 1 " i " n− 1.

Proposition 4.5. Assume n ! 3. Then, for each braid β in B+
n, there exists

a unique sequence (βp, ... , β1) in B+
n−1 such that β admits the decomposition

β = Φp−1
n

(βp) · ... · Φn(β2) · β1(4.1)

and, for each r, the only generator σi that right divides Φp−r
n

(βp) · ... · βr is σ1. The
sequence (βp, ... , β1) is called the Φn-splitting of β.

The result easily follows from the fact that every positive braid β of B+
n admits

a unique maximal right divisor that lies in B+
n−1. The unusual enumeration of the

sequence from the right emphasizes that the construction starts from the right and
involves right divisors.

Now, the main result says that, through the Φn-splitting, the ordering of B+
n is

just a lexicographical extension of the ordering of B+
n−1, more exactly a ShortLex-

extension in the sense of [77], i.e., the variant of the lexicographical extension in
which the length is first taken into account.

Proposition 4.6. Assume n ! 3. Let β, β′ belong to B+
n, and let (βp, ... , β1)

and (β′
p′ , ... , β′

1) be their Φn-splittings. Then β <Φ β′ holds if and only if (βp, ... , β1)
is smaller than (β′

p′ , ... , β′
1) for the ShortLex-extension of (B+

n−1, <
Φ), i.e., we have

either p < p′, or p = p′ and there exists q " p satisfying βr = β′
r for r > q and

βq <Φ β′
q.

The result appears as Corollary VII.4.6, and it is also a consequence of Corol-
lary VIII.3.3, with a disjoint argument.

The Φn-splitting of a positive braid can be computed easily, and a direct out-
come of Proposition 4.6 is the existence, already mentioned in Section 1.5, of a
quadratic upper bound for the complexity of the σ- and σΦ-orderings.



30 II. A LINEAR ORDERING OF BRAIDS

Corollary 4.7. For each n, the orderings <Φ and < of Bn can be recognized
in quadratic time.

Proof. We use induction on n ! 2. Let w be an n-strand braid word of
length %. By Proposition I.4.6, we can obtain in time O(%) two positive n-strand
braid words w1, w2 such that w is equivalent to w−1

1 w2. Then w >Φ 1 is equiva-
lent to w2 >Φ w1. The Φn-splittings of the braids w1 and w2 can be computed in
time O(%2)—see Chapter VII. The induction hypothesis implies that the compari-
son of the sequences so obtained can be done in time O(%2) as well. The argument
is similar for the σ-ordering as the shift automorphism Φn is computable in linear
time.

4.3. The length of (B+
n, <Φ). Contrary to an arbitrary linear ordering, a

well-ordering is completely determined up to isomorphism by a unique parameter,
namely its length, usually specified by an ordinal number. In the case of the braid
ordering on B+

n, the length easily follows from the recursive characterization of
Proposition 4.6.

We recall that ordinals are a transfinite continuation of the sequence of natural
numbers: after the natural numbers comes ω, the first infinite ordinal, then ω + 1,
ω +2, etc. For our purpose, it is enough to know that ordinals come equipped with
a well-ordering, and with arithmetic operations (addition, multiplication, exponen-
tiation) that extend those of N—for more background information about ordinals,
we refer to any textbook in set theory, for instance [137].

Proposition 4.8. For each n, the well-ordering (B+
n, <Φ) has ordinal type ωωn−2

.

In other words: The length of (B+
n, <Φ) is the ordinal ωωn−2

. The proof is an
easy induction on n.

︸ ︷︷ ︸
positive 2-strand braids

︸ ︷︷ ︸
positive 3-strand braids

︸ ︷︷ ︸
positive 4-strand braids, etc.

1 σ1 σ2 σ3 σ4 ... (B+
∞, <Φ)

Figure 3. The well-order (B+
∞, <Φ): an increasing union of end-

extensions; for each n, the subset B+
n is the initial interval determined

by σn.

By Proposition 2.10, the ordered set (B+
∞, <Φ) is the increasing union of the

sets (B+
n, <Φ), each set B+

n being an initial segment of the next one—see Figure 3.
It is easy to deduce:

Proposition 4.9. The ordered set (B+
∞, <Φ) is a well-ordering with ordinal

type ωωω

.

As the flip automorphism Φn preserves B+
n globally, the results about (B+

n, <Φ)
translate into similar results about (B+

n, <). In particular, Proposition 4.8 implies

Corollary 4.10. For each n, the well-ordering (B+
n, <) has ordinal type ωωn−2

.
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However, we have no counterpart of Proposition 4.9 for <: the set B+
n is not an

initial segment of (B+
∞, <), and the latter is not a well-ordered set since it contains

the infinite descending sequence of (1.1).

4.4. The rank of a positive braid. One of the nice features when an or-
dering ≺ of a set Ω is a well-ordering is that, for x ∈ Ω, the position of x in (Ω,≺)
is unambigously specified by an ordinal number, called the rank of x, namely the
order type of the initial segment {y ∈ Ω | y ≺ x}. The rank function establishes
an isomorphism between (Ω,≺) and an initial segment of the sequence of ordinals:
by construction, x ≺ x′ is true if and only if the rank of x is smaller than the rank
of x′.

So, in our current case, every positive braid β in B+
n is associated with a well-

defined ordinal number, the rank of β, that specifies its position in (B+
n, <Φ). More-

over, Proposition 2.10—or simply Figure 3—shows that the rank of β in (B+
n, <Φ)

coincides with its rank in (B+
∞, <Φ), and we can forget about the braid index.

Some values of the rank function are easily computed. For instance, the rank
of the braid σi is the ordinal ωωi−2

for i ! 2: indeed, it is the ordinal type of the
initial interval determined by σi. By Proposition 2.10, the latter is Bi, which, by
Proposition 4.8, has ordinal type ωωi−2

. More values can be read in Figure 4.

1
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(B+
∞, <Φ)

ωω·2

Figure 4. Ranks in the well-ordering (B+
∞, <Φ): the position of each

braid is unambigously specified by an ordinal number that measures the
length of the initial interval it determines.

Remark 4.11. By construction, the rank mapping provides an order-isomor-
phism between positive braids and ordinals. Except for 2-strand braids, this map-
ping is not an algebraic homomorphism w.r.t. the ordinal sum: in general, the
rank of β1β2 is not the sum of the ranks of β1 and β2. This happens to be true for
β2 = σ1, which has rank 1, but, for instance, we can read on Figure 4 that that the
rank of σ2 is ω, while that of σ1σ2 is ω2, which is not 1 + ω.
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Arguably, an optimal description of (B+
∞, <Φ) would consist of a closed formula

explicitly computing, for each positive braid β, the rank of β, i.e., determining
the absolute position of β in (B+

∞, <Φ). An algorithmic method has been described
in [28], but, so far, it leads to no closed formula in the general case. However, in the
case of 3-strand braids, such a formula exists. It relies on identifying distinguished
word representatives called Φ-normal, from which the rank can be directly read.

Definition 4.12. A nonempty positive 3-strand braid word σ
ep

[p]...σ
e2
2 σe1

1 is said
to be Φ-normal if the inequalities ep ! 1 and er ! emin

r for r < p are satisfied, where
we set emin

1 = 0, emin
2 = 1, and emin

r = 2 for r ! 3, and use [p] to denote 1 for odd p,
and 2 for even p.

So the criterion is that a positive 3-strand braid word w is Φ-normal if the
successive blocks of letters σ1 and σ2 in w, enumerated from the right, and insisting
that the rightmost block is a (possibly empty) block of σ1, have a minimal legal
size prescribed by the absolute numbers emin

r . It is easy to check that every non-
trivial braid β of B+

3 is represented by a unique Φ-normal word, naturally called
its Φ-normal form. Then we have the following explicit formula for the rank:

Proposition 4.13. For each braid β in B+
3 , the rank of β in (B+

∞, <Φ) is

ωp−1 · ep +
∑

p>r!1

ωr−1 · (er − emin
r ),(4.2)

where σ
ep

[p]...σ
e2
2 σe1

1 is the Φ-normal form of β.

This makes the description of the ordered set (B+
3 , <Φ) complete.

Example 4.14. The Φ-normal form of ∆3 is σ1σ2σ1, as the latter word satisfies
the defining inequalities—contrary to σ2σ1σ2, i.e., σ1

2σ1
1σ1

2σ0
1 , in which the third

exponent from the right, namely 1, is smaller than the minimal legal value emin
3 = 2.

So, in this case, the sequence (ep, ... , e1) is (1, 1, 1), and, applying (4.2), we deduce
that the rank of ∆3 in (B+

3 , <Φ) is ω2 · 1 + ω · (1− 1) + 1 · (1− 0), i.e., ω2 + 1. The
reader can check that, more generally, the flip normal form of ∆d

3 corresponds to
the length d + 2 exponent sequence (1, 2, ... , 2, 1, d), implying that the rank of ∆d

3

is the ordinal ωd+1 + d. More values can be read on Figure 4.

4.5. Connection between positive and arbitrary braids. By Proposi-
tion I.4.6, every braid is a quotient of two positive braids. It follows that, in theory,
the ordering of arbitrary braids is determined by its restriction to positive braids.

Proposition 4.15. Let β1, ... , βp be a finite family of braids in Bn. Then, for
d large enough, ∆d

nβ1, ... , ∆d
nβp lie in B+

n, and the mutual positions of β1, ... , βp

in (Bn, <) are the same as the mutual positions of the positive braids ∆d
nβ1, ... ,∆d

nβp

in (B+
n, <).

The result is clear, as the braid ordering < is left-invariant. A similar result
holds for <Φ.

However, it turns out that this result is of little help in order to establish
global properties of the braid ordering, and there is so far not much to say about
the connection. We just mention two easy remarks involving the left numerators
and denominators introduced in Proposition I.4.9 and their right counterpart.
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Proposition 4.16. For each braid β, the right denominator DR(β) (resp. the
left denominator DL(β)) is the <-minimal positive braid β1 such that ββ1 (resp. β1β)
is positive.

Proof. First, by construction, we have β·DR(β) = NR(β) and DL(β)·β = NL(β),
and both NR(β) and NL(β) are positive braids by construction.

Conversely, assume that β1 and ββ1 lie in B+
∞. Then we have β = (ββ1)β−1

1 . By
the right counterpart of Proposition I.4.9, we have β1 = DR(β)γ for some γ in B+

∞.
Necessarily γ is trivial or σ-positive, and, therefore, we have both β1 ! DR(β) and
β1 !Φ DR(β).

Symmetrically, assume that β1 and β1β lie in B+
∞. Then we have β = β−1

1 (β1β).
By Proposition I.4.9, there exists γ in B+

∞ satisfying β1 = γDL(β). As γ belongs
to B+

∞, Property S implies both β1 ! DL(β) and β1 !Φ DL(β).

Proposition 4.17. For each braid β, the relations β > 1 and NL(β) > DL(β)
are equivalent. Similarly, β >Φ 1 and NL(β) >Φ DL(β) are equivalent.

The verification is straightforward as < and <Φ are left-invariant. Note that
no such relation exists with the right numerators and denominators: for instance,
for β = σ−1

2 σ1, we have β > 1, but NR(β) = σ1σ2 < DR(β) = σ2σ1.
The previous observations are rather trivial and do not shed much light on the

structure of (Bn, <). The point is that the fractionary decompositions defines two
injections ιL and ιR of Bn into a subset of B+

n × B+
n, but neither of them preserves

the ordered structure. On the other hand, we can easily define a well-ordering on
B+

n×B+
n by using a lexicographical extension of the ordering of B+

n, and, appealing
to ιL or ιR, deduce a well-ordering of Bn, but the latter will not be invariant under
left (or right) multiplication.
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CHAPTER III

Applications of the Braid Ordering

In this chapter, we gather the main applications of the braid ordering known
so far. As was mentioned in the introduction, several kinds of applications for the
braid ordering can be considered, typically those that follow from the orderability
of the braid groups, those that follow from the specific properties of the ordering
in terms of σ-positivity, and those that more specifically involve the positive braid
monoid.

The first category mainly involves results about torsion-freeness, absence of
zero-divisors in group algebra, and, more generally, various results about the al-
gebras RBn where R is a ring. The second family includes in particular efficient
solutions to the word problem, faithfulness criteria for representations of the braid
group, as well as recent results about detection of prime knots and links, and
pseudo-characters of braids. The third family contains some results of logic, namely
unprovability statements that, roughly speaking, show that the braid ordering is
so complicated, or so long, that certain properties cannot be established from the
axioms of certain weak systems.

Although interesting, the applications described in this chapter are not so
numerous—they may even appear as somehow disappointing—and they certainly
do not exhaust the possibilities. We think that the braid ordering is a potentially
powerful tool, and we hope for further applications. In particular, the well-order
property is a very strong statement, and using it properly should lead to rich ap-
plications.

Remark. In this chapter, we shall only mention applications of the braid or-
dering that directly involve braids and their orderings. Actually, there also exist
results that are more indirect applications, namely results that were motivated
by the investigation of braid orderings, even if they do not involve the latter di-
rectly. Typical of this family are the very recent results announced in [108] about
descents of permutations—see Section 2.3 of Chapter XVI. Such results do not
involve braids, but they answer questions that were directly inspired by the ap-
proach explained in Chapter VI, and, therefore, they can arguably be considered
as applications of the σ-ordering of braids, as are most of the combinatorial results
of [61].

More generally, the same comment applies to many results of the current book
that do not involve any braid ordering, but have been inspired, at least in part,
by the investigation of braid orderings. Witness for instance the Φ- and φ-normal
forms of braids of Chapters VII and VIII, or the transmission-relaxation algorithm
of Chapter XI.

The organization of the chapter follows the above-mentioned skeleton. In Sec-
tion 1, we mention some general applications of orderability. In Section 2, we list

35
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applications that more specifically involve the σ-ordering and σ-positive braids. Fi-
nally, in Section 3, we consider applications that rely on the fact that the σ-ordering
of positive braids is a well-ordering.

1. Consequences of orderability

The existence of the σ-ordering implies that the braid group Bn is left-orderable—
but we have seen in Proposition II.1.2 that, for n ! 3, it is not bi-orderable. This
implies some algebraic consequences which we now review.

1.1. Torsion. In a left orderable group, 1 ≺ g implies g−1 ≺ 1, and also
g ≺ g2 ≺ g3, ... and we conclude (with a similar argument for g ≺ 1) that, if G
is left orderable, then G has no elements of finite order. In this way, we obtain a
short proof of the following classical result:

Proposition 1.1. The braid groups are torsion free.

By contrast, for n ! 3, the braid group Bn has generalized torsion, i.e., a
product of conjugates of a non-trivial element may be trivial—which is a sufficient
reason for not being bi-orderable. Indeed, let β = σ1σ2σ

−1
1 σ−1

2 . Then conjugating β
by ∆3 gives ∆3β∆−1

3 = σ2σ1σ
−1
2 σ−1

1 , and we find β · ∆3β∆−1
3 = 1: the braid β is

not trivial, but some product of conjugates of β is.

Remark 1.2. The torsion-freeness of Bn follows from hypotheses that are
much weaker than its orderability: the very simple argument of [58] shows that
every group that is a group of fractions for a monoid which has no non-trivial unit
and which admits least common multiples is torsion-free. The latter hypotheses are
fulfilled by the braid groups, as well as, much more generally, by all Garside groups
of [54].

1.2. Group algebra. The following conjecture, dating from the first half of
the twentieth century, is still unsolved. Suppose R is a ring (commutative, with
unit) and G a group. The group ring RG is the free module generated by the
elements of G, endowed with a multiplication in an obvious way. If G has a torsion
element, say g in G has order p, then in ZG there are necessarily zero-divisors. For
example one calculates

(1− g)(1 + g + g2 + · · · + gp−1) = 1− gp = 0.

The Zero Divisor Conjecture claims that, if G is a torsion-free group, and R has no
zero divisors, then the group ring RG also has no zero divisors [167]. Frustrating
as attempts at this conjecture have been, even for the ring Z, the question is easily
settled for left orderable groups.

Lemma 1.3. The zero divisor conjecture is true if “left-orderable” replaces “tor-
sion-free” in the hypothesis.

Proof. Consider a product in RG, say
( p∑

i=1

rigi

)( q∑

j=1

sjhj

)
=

∑

i,j

(risj)(gihj)

with h1 ≺ ... ≺ hq. If gi0hj0 is a minimal term in the right hand side in the given
ordering, use left-invariance to deduce j0 = 1, and conclude that gi0hj0 is the unique
minimal term, and, therefore, it cannot cancel with any other term. Similarly, the
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greatest term cannot cancel with any other term. So the product is nonzero unless
all ri’s or all sj ’s are zero, and it is equal to 1 if and only if we have p = q = 1,
r1s1 = 1, and g1h1 is the identity element of G.

The previous argument also shows that, if G is a left-orderable group, there are
no exotic units in RG: the only invertible elements are the monomials rg with r a
unit of R and g in G.

In studying the braid groups Bn and their representations, the group rings
ZBn and CBn are especially important. It was not until the proof that Bn is
left-orderable that we knew the following fact:

Proposition 1.4. The rings ZBn and CBn have no zero divisors, and conse-
quently no idempotents.

For bi-orderable groups we have a stronger conclusion, due independently to
Malcev [144] and Neumann [162], namely that, if G is bi-orderable, then ZG
embeds in a skew field. We shall see in Chapter XV that the pure braid group PBn

is bi-orderable, so we deduce

Proposition 1.5. For every n, the group ring ZPBn embeds in a skew field.

The corresponding result for ZBn has been proved by Linnell and Schicks re-
cently [140].

We have observed that, with left-invariant orderings, we can have g ≺ h and
g′ ≺ h′ but gg′ / hh′; in a bi-ordered group, one easily establishes that g ≺ h
and g′ ≺ h′ together imply gg′ ≺ hh′. In particular, g ≺ h implies gp ≺ hp for all
positive p. So the bi-orderability of PBn gives a new, short proof of the following:

Proposition 1.6. For every n, the group PBn has unique roots, i.e., if β and
β′ are pure braids and βp is equal to β′p for some positive p, then β and β′ are
equal.

The full braid groups Bn, with n > 2, certainly do not have unique roots. For
instance (σ1σ2)3 and (σ2σ1)3 are equal in B3 whereas σ1σ2 and σ2σ1 are distinct;
they even determine distinct permutations. This example shows that a pure braid
of PBn can have multiple roots in Bn.

It was recently shown that nonisomorphic groups may have isomorphic integral
group rings [105]. Another interesting property of orderable groups is that such
a phenomenon is impossible if at least one of the groups is left-orderable [129].
Applying this result to the braid groups, we obtain:

Proposition 1.7. Assume that G is a group and the ring ZG is isomorphic
to ZBn. Then the group G is isomorphic to Bn.

1.3. Analysis. Let G be an infinite discrete group and let L2(G) denote the
complex Hilbert space with Hilbert basis {g | g ∈ G}. The space L2(G) is the set
of formal sums

∑
g∈G agg with ag ∈ C and

∑
g∈G |ag|2 < ∞. The group ring CG

may be considered as the subset of L2(G) for which all but finitely many of the ag

are zero. If α, β are two elements of L2(G), say a =
∑

g∈G agg and b =
∑

h∈G bhh,
the formal product defined by ab =

∑
g,h∈G agbhgh may not lie in L2(G) in general,

but, if a belongs to CG, then it does. It is conjectured that, if G is torsion-free,
and a in CG and b in L2(G) are both nonzero, then ab is also nonzero. This is an
extension of the zero divisor conjecture for group rings. Now, if G is left orderable,
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and a in CG and b in L2(G) are both nonzero, then we can deduce ab 0= 0 [139].
In the case of braid groups, we thus obtain:

Proposition 1.8. Assume a ∈ CBn and b ∈ L2(Bn) with a and b nonzero.
Then ab is non-zero.

2. Applications of more specific properties

Besides the previous consequences of the fact that the braid groups are order-
able, other properties follow from the specific characterization of the ordering in
terms of σ-positive braid words, i.e., from Properties A and C.

2.1. Faithfulness of representations. Property C, i.e., the fact that every
non-trivial braid is σ-positive or σ-negative, immediately provides the following
criterion for establishing the faithfulness of a representation.

Proposition 2.1. Assume that f is a homomorphism of Bn into a group G
such that the image under f of each σ-positive braid is not 1. Then f is injective.

As will be seen in Chapter IX, the criterion applies to the well known Artin
representation of Bn in the automorphisms of a free group. In Proposition IX.1.6,
we shall see that, if β is σ-positive, then the associated automorphism β̂ of the
free group based on {x1, ... , xn} sends x1 to a word that finishes with x−1

1 and,
therefore, β̂ cannot be the identity. In this way, one (re)-proves that the Artin
representation is an embedding.

Other homomorphisms of Bn to Aut(Fn) have been defined by Wada in [191].
Using the criterion of Proposition 2.1, Shpilrain shows in [183] that some of them
are faithful.

Proposition 2.2. Assume that Fn is the free group based on {x1, ... , xn}.
Then the following maps induce embeddings of Bn into Aut(Fn):
(i) σ̂i(xi) = xp

i xi+1x
−p
i , σ̂i(xi+1) = xi, σ̂i(xk) = xk for k 0= i, i+1, for fixed p 0= 0;

(ii) σ̂i(xi) = xix
−1
i+1xi, σ̂i(xi+1) = xi, σ̂i(xk) = xk for k 0= i, i + 1;

(iii) σ̂i(xi) = x2
i xi+1, σ̂i(xi+1) = x−1

i+1x
−1
i xi+1, σ̂i(xk) = xk for k 0= i, i + 1.

For instance, one can check that, in that case of (iii), the image of a σ-positive
braid β is an automorphism β̂ such that β̂(x1) begins with x2

1—and, therefore, it
cannot be the identity.

Linear representations can also be investigated from this viewpoint. In the case
of the Burau representation, whose possible faithfulness is an open problem in the
case of B4, it is shown in [62] that the Burau image of a σ-positive 4-strand braid
that admits a σ-positive word representative containing at most 4 letters σ1 is not
trivial—but this is far from enough to draw conclusions in the general case.

Whether the criterion applies to any of the other classical or recently discov-
ered linear representations of the braid groups, such as the Lawrence–Krammer
representation of [128, 12] which is known to be faithful, is an open question.

Finally, let us mention that (an extension of) Proposition 2.1 is used in [60]
to show the faithfulness of the extension of Artin’s representation to the group of
so-called parenthesized braids—see Section XVI.3.6.
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2.2. Efficient algorithms and cryptography. Some of the most convincing
applications of the σ-ordering could be that it leads to efficient algorithms.

Using an ordering to pilot an algorithm is a natural idea. A direct realization
of this vague principle is the handle reduction method that will be described in
Chapter V. Indeed, both the intuition of the method and its correctness directly
stem from the σ-ordering: the principle of handle reduction consists in getting rid
of patterns σi ... σ−1

i or σ−1
i ... σi in a braid word so as to obtain a word that is

σ-positive or σ-negative, hence it is the most naive attempt to prove Property C.
On the other hand, the convergence of the method relies on the fact that certain
key subwords keep decreasing with respect to the σ-ordering when the algorithm is
performed.

Handle reduction is, in practice, the most efficient solution to the braid word
problem known so far. In addition, it is extremely simple to implement it, and,
therefore, it is relevant for possible uses of braids in applied mathematics and in
cryptology.

It has been proposed to use braid groups as distinguished platform groups for
developing new cryptosystems [3, 125]—for a survey see [57]. This is a very natural
idea, because braid groups are neither too simple—they are non-Abelian and admit
no obvious decompositions in terms of more simple groups—nor too complicated—
the word problem is decidable, i.e., there is no problem to unambigously specify an
element of the group. However, some difficult problems quickly appear, because,
for n ! 3, the braid group Bn is not amenable, which makes it difficult to measure
sets of braids and to prove probabilistic statements about braids. Anyway, several
projects exist in this direction, and the subject is currently being investigated.

In addition to efficient solutions to the word problem, designing cryptographical
protocols also requires hash-functions. Let us mention here that the encoding of Bn

into Z2n given by the formulas of Section XII.1 could be used to define a perfect
collision-free hash-function on Bn, possibly giving another application of the σ-
ordering to the subject.

Still another application of the material developed in this text to cryptography
is a braid-based cryptographical protocol relying on the self-distributive operation ∗
on B∞ defined in Section IV.1.2 [141].

2.3. Connection with knot theory. Braids are connected with knots and
links under the closure operation. One associates with every braid β the oriented
link represented by the diagram (“closed braid”) β̂ obtained by connecting the
output ends to the input ends as shown in Figure 1. Conversely, it is known that
every oriented link, hence in particular every knot, is the closure of some braid—see
for instance [14]. The generic question is to recognize the properties of the link
represented by β̂ from those of β, typically whether it is a prime link. Following
work by A.V. Malyutin and N.Yu. Netsvetaev, and by H. Matsuda, we shall see that
the σ-ordering can be useful in this task: typically, a closure of a braid that is large
in the σ-ordering has to represent a non-trivial link.

Proposition 2.3. [149] Assume that β is a braid in Bn that satisfies β < ∆−4
n

or β > ∆4
n. Then the link represented by β̂ is prime, i.e., it is non-composite, non-

split, and non-trivial.

The previous result is connected with the important notion of a pseudo-character.



40 III. APPLICATIONS OF THE BRAID ORDERING

β
β̂

$

Figure 1. The closure of a braid, here a 3-strand braid.

Definition 2.4. Assume that G is a group. A map χ : G → R is called a
pseudo-character of G if the quantity

sup
g,h∈G

|χ(gh)− χ(g)− χ(h)|,(2.1)

called the defect of χ, is finite and, in addition, χ(gp) = pχ(g) holds for all g in G
and p in N.

It is easily seen that a pseudo-character is necessarily a conjugacy invariant,
i.e., it takes the same value on h and ghg−1 for all g, h.

In the case of the braid groups, up to a multiplicative constant, the only R-
valued character, i.e., the only pseudo-character with zero defect, is the exponent
sum, i.e., the homomorphism that takes each σi to 1.

It follows from deep results by Bestvina and Fujiwara about mapping class
groups [11] that the space of all pseudo-characters on Bn is infinite-dimensional,
but only a few concrete examples are known. One example is the above-mentioned
exponent sum. Another one is associated with the signature, i.e., the function that
maps β to the signature of the link represented by β̂—to obtain a pseudo-character,
consider the limit of sign(βp)/p. Following J.M. Gambaudo and E. Ghys [93], its
defect, which is related to the Meyer cocycle, is at most 2n for β in Bn.

The σ-ordering enables one to define one more pseudo-character on Bn.

Definition 2.5. For β in Bn, denote by 2β3 the unique integer r such that
∆2r

n " β < ∆2r+2
n —see Proposition II.3.6. Then the twist ω(β) of β is defined to

be the limit of 2βp3/p for p →∞.

Proposition 2.6. [146] For n ! 3, the twist function is a pseudo-character
on Bn with defect 1. It takes rational values, and it is the only pseudo-character
on Bn that takes a nonnegative value on each σ-positive braid and takes the value 1
on ∆2

n.

We then have the following refinement of Proposition 2.3:

Proposition 2.7. [146] Assume that β is a braid in Bn that satisfies |ω(β)| > 1.
Then the link represented by β̂ is prime.

The result can be proved directly. It also follows from the stronger statement
of [147] that, if χ is a pseudo-character of Bn that vanishes on Bn−1 and has
defect d, then |χ(β)| > d implies that β̂ is prime.

Other—yet related—questions involve Markov moves and their generalizations.
The closures of conjugate braids are isotopic links, but, in the other direction, braids
lying in different conjugacy classes may have isotopic closures. In this case, they
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can be connected by various transformations, such as Markov moves, flypes, or,
more generally, moves associated with so-called templates.

A theorem of Birman and Menasco [16] states that, if β, β′ are non-conjugate
3-strand braids such that β̂ and β̂′ represent the same link and the link is prime,
then one can go from β̂ to β̂′ by one flype move. Another result of [149] is that, if
β is a braid in B3 that satisfies β < ∆−6

3 or β > ∆6
3, then β̂ is eligible for no flype

move. We deduce the following corollary:

Proposition 2.8. Assume that β is a braid in B3 that satisfies β < ∆−6
3 or

β > ∆6
3. Then the link represented by β̂ corresponds to a unique conjugacy class

in B3.

It is conjectured that a similar result holds for each Bn, i.e., that, if β is a
braid in Bn that satisfies β < ∆−2n

n or β > ∆2n
n , then the link represented by β̂

corresponds to a unique conjugacy class in Bn. H. Matsuda (private communication,
2007) announced a proof for n = 4.

2.4. More braid properties. We still mention two applications in which the
specific form of the σ-ordering is crucial.

The first one is an observation by Edward Formanek.

Lemma 2.9. Assume that β is a braid and some power of β lies in the image
of the shift endomorphism. Then so does β.

Proof. Assume β ∈ Bn \sh(Bn−1). By Property C, the braid β is σ1-positive,
σ1-negative, or σ1-free. The latter is impossible, as it means that β lies in the image
of sh. So β is σ1-positive or σ1-negative. Then, by construction, βp is also σ1-
positive or σ1-negative for each nonzero p. By Property A, this implies that βp is
not σ1-free, i.e., it does not belong to the image of sh.

Proposition 2.10. For every n, the group Bn is isolated in B∞, i.e., if β
belongs to B∞ and some power of β belongs to Bn, then β belongs to Bn.

Proof. Assume that β belongs to B∞, and some nonzero power βp belongs
to Bn. Choose m such that β belongs to Bm and m > n holds. Consider Φm(β)—
we recall that Φm denotes the flip automorphism of Bm that exchanges σi and σm−i

for each i between 1 and m− 1. The hypothesis that βp belongs to Bn implies that
Φm(βp), which is (Φm(β))p, belongs to the image of the shift endomorphism. By
Lemma 2.9, this implies that Φm(β) also belongs to the image of sh, hence that
β belongs to Bm−1. Therefore, the smallest m such that β belongs to Bm is at
most n.

The second application involves the so-called palindromic braids. For each
braid word w, let rev(w) denote the braid word obtained from w by reversing the
order of the letters, i.e., by reading w from right to left. As both sides of each of the
braid relations of (I.1.1) are invariant under rev, the latter induces a well-defined
antiautomorphism of Bn, still denoted rev, for every n.

Definition 2.11. A braid β is said to be palindromic if rev(β) = β holds.

A motivation for investigating palindromic braids is that their closures are links
that are invariant under the Weierstrass involution of the solid torus—see [66]. A
simple way to obtain palindromic braids is to use the mapping π that sends every
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braid β to β · rev(β). Studying the injectivity of the mapping π is the main goal
of [66]. The σ-ordering gives an immediate answer:

Proposition 2.12. The mapping π : β *→ β · rev(β) is injective on B∞.

Proof. Assume β·rev(β) = β′·rev(β′). Let γ = β−1β′. Then we have β′ = βγ,
and the hypothesis becomes β · rev(β) = βγ · rev(γ)rev(β), hence γ · rev(γ) = 1
by cancelling β and rev(β). By definition of the braid ordering, γ > 1 implies
rev(γ) > 1, hence γ · rev(γ) > 1, and, therefore, γ · rev(γ) 0= 1. Similarly, γ < 1
implies γ · rev(γ) < 1, and, therefore, γ · rev(γ) 0= 1. So the only possibility for
obtaining γ · rev(γ) = 1 is γ = 1, i.e., β = β′.

2.5. Producing examples and counter-examples. The σ-ordering of braid
groups is definitely a complicated ordering, witnessing to various non-trivial prop-
erties. So, besides the applications of the ordering to proving new properties of
braids, we can also think of applications to the general theory of ordered groups,
where the σ-ordering of Bn can be used to construct examples or counter-examples.

This is typically what is done in [161]: in this paper, braid groups and their
orderings are mainly used as examples illustrating dynamical properties involving
the set of all left-invariant orders on a group—see Chapter XIV for more details
about this approach.

Other examples are provided by the various specific properties of the σ-ordering.
Witness all examples of Section II.2.1, which would not be easily realized in a
generic left-ordered group. Among those properties for which examples may be
rare, we may also think of the property that the restriction to some submonoid is
a well-ordering with high ordinal type.

Further applications in the same vein may involve not the specific σ-ordering
of Bn, but the whole space LO(Bn) of all left-orders on Bn. Typically, we shall see
in Chapter XIV that Bn is a group such that the space LO(Bn) of all left-orders
on Bn has isolated points—perhaps the only example known so far among groups
with infinitely many left-orderings.

Similarly, we will see in Section XV.5 that B4 is locally indicable but not not
bi-orderable, and that B5 is left-orderable but not locally indicable. However it has
a finite index subgroup P5 which is locally indicable, because it is bi-orderable. Not
so many examples of such groups are known.

3. Application of well-orderability

The property that the restriction of the σ-ordering of braids to the braid
monoids B+

n is a well-ordering is very strong, and we might expect striking ap-
plications. So far, not many have been identified, but we hope this will happen
in the future. For the moment, we mention recent results from logic that exploit
the existence of a well-ordering with high order type to deduce unprovability state-
ments.

3.1. Distinguished elements. The well-order property asserts that every
nonempty subset of B+

∞ contains a <Φ-minimal element, and that every nonempty
subset of B+

n contains a <-minimal element. This gives a very natural and powerful
way to distinguish an element. For instance, we have

Proposition 3.1. For each braid β in B+
n, the intersection of the conjugacy

class of β with B+
n contains a unique minimal element with respect to <.
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Let µ(β) denote the above minimal element. Note that, if we are able to algo-
rithmically compute µ(β) for each β in B+

n, then we obtain an immediate solution
for the conjugacy problem in the group Bn. Indeed, if β, β′ are any braids in Bn,
we easily find a nonnegative integer d such that ∆d

n β and ∆d
n β′ lie in B+

n, and,
then, β and β′ are conjugate in Bn if and only if ∆d

n β and ∆d
n β′ are, hence if and

only if we have µ(∆d
n β) = µ(∆d

n β′).
This scheme is actually of little use so far, as we have as yet no way of computing

the function µ. However, the very simple connection of the braid ordering with the
Φn-splitting operation of Proposition II.4.5 may be seen as a promising sign—see
Sections XVI.2.4 and XVI.2.5.

What we said for the conjugacy problem also applies to other similar problems,
for instance the problem of identifying a unique distinguished braid representing
each knot or link.

3.2. Unprovability statements. The σΦ-ordering of B+
n is a well-ordering

with ordinal type ωωn−2
, and the σΦ-ordering of B+

∞ is a well-ordering with ordinal
type ωωω

. These ordinals are not extremely large in the hierarchy of countable
ordinals, but they are large enough to give rise to unprovability statements. The
general idea is that, although the well-order property forbids that infinite descend-
ing sequences exist, nevertheless there exist finite descending sequences that are so
long that their existence cannot be proved in weak logical systems.

We describe some results along this line of research, referring to [33] for de-
tails. In order to construct a long sequence of braids, we start with an arbitrary
braid in B+

3 and then repeat some transformation until, if ever, the trivial braid is
obtained. Here, the transformation at step t will consist in removing one crossing,
but, in all cases but one, introducing t new crossings. It is reminiscent of Kirby–
Paris’ Hydra Game [124], with Hercules chopping off one head of the Hydra and
the Hydra sprouting t new heads. The paradoxical result is that, contrary to what
examples suggest, one always reaches the trivial braid after finitely many steps.

To make the description precise, we refer to the Φ-normal form of Defini-
tion II.4.12. Every 3-strand braid is represented by a unique Φ-normal diagram,
consisting of blocks of σ1 and σ2, alternately. We define the critical block to be
the rightmost block whose size exceeds the minimal legal size prescribed by the
numbers emin

r , if such a block exists, and to be the leftmost block otherwise.

Definition 3.2. (Figure 2) For β is a non-trivial positive 3-strand braid, and
t a positive integer, we define β{t} to be the braid represented by the following
diagram: in the Φ-normal diagram of β, we remove one crossing in the critical
block, and add t crossings in the next block, if it exists, i.e., if the critical block
is not the final block of σ1. The G3-sequence from β is defined by β0 = β and
βt = βt−1{t} for t ! 1; it stops when the trivial braid 1 is possibly obtained.

It is easy to check that the G3-sequence from σ2
2σ2

1 has length 14—it consists
of σ2

2σ2
1 , σ2

2σ1, σ2
2 , σ2σ

3
1 , σ2σ

2
1 , σ2σ1, σ2, σ7

1 , σ6
1 , σ5

1 , σ4
1 , σ3

1 , σ2
1 , σ1, and finally 1—

whereas the one from ∆3 has length 30. Not all examples are so easy: starting from
σ2

1σ2
2σ2

1 , a braid with six crossings only, one does reach the trivial braid, but after
no less than 90, 159, 953, 477, 630 steps...

Proposition 3.3. For each β in B+
3 , the G3-sequence from β is finite, i.e.,

there exists a finite number t for which we have βt = 1.
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︸ ︷︷ ︸
remove 1 crossing here

︸ ︷︷ ︸
add t crossings there

. . . . . . . . . . . .

Figure 2. Inductive construction of the G3-sequence: at step t—here
t = 4—we remove one crossing in the critical block, but add t new crossings
in the next block unless the critical block is the final block of σ1’s.

Proof (sketch). The result follows from the conjunction of two results: the
σΦ-ordering of B+

3 is a well-ordering, hence possesses no infinite descending sequence,
and every G3-sequence is descending with respect to <Φ. The latter is a consequence
of the definition of β{t} from β, and of the connection between the σΦ-ordering of B+

3

and the Φ-normal form.

Although braids are not natural numbers, it should be clear that we can encode
braids and their basic operations using natural numbers and the usual arithmetic
operations. Therefore, it makes sense to speak of braid properties that can be
proved from a certain system of arithmetical axioms: by this we mean that some
reasonable encoding of braids by natural numbers has been fixed once for all and
we consider the arithmetic counterpart of the braid property we have in mind.

The standard first-order Peano axiomatization of arithmetic consists of a few
basic axioms involving addition and multiplication, plus the induction scheme,
which asserts that, for each first-order formula Φ(x) involving +,× and <, the
conjunction of Φ(0) and ∀n(Φ(n) ⇒ Φ(n + 1)) implies ∀n(Φ(n)). Weaker systems
appear when one uses the same base axioms but restrict the induction principle to
formulas of a certain type. For instance, IΣk denotes the subsystem of the Peano
system in which the induction principle is restricted to the formulas Φ of the form
∃x1∀x2∃x3 ... Qxk(Ψ) where Q is ∃ or ∀ according to the parity of k and Ψ is a
formula that only contains bounded quantifications ∀x < y and ∃x < y.

Most of the usual theorems involving braids turn out to be provable from the
axioms of the subsystem IΣ1. By contrast, the above result about G3-sequences is
the first result known so far that cannot be proved from the axioms of IΣ1.

Proposition 3.4. [33] Proposition 3.3 is an arithmetic statement that cannot
be proved from the axioms of IΣ1.

Proof (sketch). Let T (β) denotes the length of the G3-sequence from β.
Then the function p *→ T (∆p

3) grows so fast that it eventually dominates every
function that can be proved to exist from the axioms of IΣ1. Technically, one
uses the so-called Hardy hierarchy of fast growing functions, and the Ackermann
function.

Further results can be established. For instance, one can define G∞-sequences
that live in the monoid B+

∞, and resemble G3-sequences in that they are both very
long and descending in the braid ordering. As the order-type of (B+

∞, <Φ) is larger
than that of (B+

3 , <Φ), namely ωωω

instead of ωω, the sequences can be made longer,
and proving their finiteness is therefore more difficult.
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Proposition 3.5. [33] The finiteness of G∞-sequences is an arithmetic state-
ment that cannot be proved from the axioms of IΣ2.

The previous results involve special sequences of braids, obtained by iterating
some basic step. Other results involve general descending sequences of braids.

For β in B+
3 , define the degree deg(β) of β to be the least d such that β is a

left divisor of ∆d
3—see Chapter VI. For each d, there exist finitely many positive

3-strand braids of degree at most d. Hence, there exists an integer N—namely the
number of 3-strand braids of degree at most d, plus 1—such that no descending
sequence (β0, ... , βN ) in (B+

3 , <Φ) satisfies deg(βt) " d for each t. Relaxing the
bound on the degree leads to the following notion:

Definition 3.6. For f : N → N, we denote by WOf the statement:
For each d, there exists N such that no descending sequence (β0, ... , βN )
in (B+

3 , <Φ) satisfies deg(βt) " d + f(t) for each t.

So WOf says that there is no very long descending sequence of braids with
degree bounded by f . With this terminology, the above observation means that
WOf is true when f is a constant function. Actually, (B+

3 , <Φ) being well-ordered
easily implies that WOf is true for every function f—i.e., it is provable in some
sufficiently strong system, for instance the full Peano system. However, using % for
the square function x *→ x2, one can show that, if WO" is provable from the axioms
of some system S, then the finiteness of G3-sequences is also provable from these
axioms. Therefore, Proposition 3.4 implies that WO" cannot be proved from IΣ1.
By contrast, for f constant, the principle WOf can be proved from IΣ1. So we are
led to looking for the transition between IΣ1-provability and IΣ1-unprovability.

The transition happens to be sharp. Indeed, denoting by Ack the standard
Ackermann function and by Ackr the level r approximation to Ack, and using f−1

for the functional inverse of f , we have

Proposition 3.7. [33] For r ! 0, let fr be defined by fr(x) = 2Ack−1
r (x)
√

x3, and
f be defined by f(x) = 2Ack−1(x)

√
x3.

(i) For each r, the principle WOfr is provable from the axioms of IΣ1.
(ii) The principle WOf is not provable from the axioms of IΣ1.

The functions involved in Proposition 3.7 all are of the form x *→ g(x)
√

x where
g is a very slowly increasing function. What is remarkable here is that a seemingly
tiny change of the parameters causes the jump from provability to unprovability.
The proof is a—rather sophisticated—mixture of combinatorial methods and of
specific results about the number of 3-strand braids satisfying some order and
degree constraints, in the vein of those mentioned in Section 1 of Chapter VI.

Remark 3.8. As was said above, braids can be encoded into natural numbers:
typically, in the case of 3-strand braids, the Φ-normal form associates with every
braid a finite sequence of natural numbers, namely the so-called exponent sequence.
So all results in this section can be translated into results dealing with natural
numbers exclusively, and one may wonder to which extent braids are really involved
there. Actually, they arguably are, inasmuch as both the intuition for the definitions
and the technical arguments used in the proofs directly come from the theory of
braids and their specific ordering.
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CHAPTER IV

Self-distributivity

This chapter presents an algebraic technique that was developed in the begin-
ning of the 1990’s, and led to the first proof of the orderability of the braid groups
[46, 48]. Subsequently, Richard Laver used a related method to prove that the same
ordering is a well-ordering when restricted to positive braids [136]. The approach
is complete in that it provides proofs of Properties A, C, and S of Chapter II—we
recall that a synopsis of the properties can be found on page 311. In the current
survey, the details are given only for the proof of a weak form of Property C, de-
noted C∞. The argument for the latter is simple and natural in this approach,
while those for Properties A and S are much more intricate, and we sketch them
only.

It had been observed for many years [20, 85] that braids are connected with
left self-distributive systems—LD-systems for short—an LD-system being defined
as a set equipped with a binary operation satisfying the left self-distributivity law

x ∗ (y ∗ z) = (x ∗ y) ∗ (x ∗ z).(LD)

When we think of x ∗ y as x acting on y, the LD-law expresses that the action
preserves ∗-multiplication. In particular, David Joyce [115] and Sergei Matveev
[151] introduced for every knot K a particular LD-system QK , the fundamental
quandle of K, that characterizes the isotopy type of K up to a mirror image.

Here we use a different approach: instead of associating some particular LD-
system Sβ with every braid β, we choose one fixed LD-system S, and use it for
all braids uniformly by defining an action of Bn on n-tuples from S. It is not
surprising that the action leads to an ordering on Bn when S happens to be an
ordered LD-system—in a sense that will be made precise below. Most classically
considered LD-systems, in particular all racks in the sense of [85], are connected
with conjugation in a group and are strongly non-orderable. The point that made
the construction described below possible is the discovery of new, orderable LD-
systems at the end of the 1980’s. It is worth mentioning that the first example of
an orderable LD-system came from set theory, and relied on an unprovable large
cardinal hypothesis. This example is not needed here, and it was never needed.
The construction we shall describe below was precisely made in order to eliminate
any use of this example. However, the whole story might never have happened
without the hint from set theory that orderable LD-systems could exist.

The chapter is organized as follows. In Section 1, we show how to use self-
distributive systems to colour the strands of a positive braid and, using a certain
self-distributive operation defined on braids and the derived notion of a special
braid, deduce a proof of Property C. In Section 2, we study the question of extend-
ing the colourings to arbitrary braids and, at the expense of assuming the existence
of an orderable LD-system. In Section 3, we introduce a certain group GLD that

47
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captures some geometric aspects of the self-distributivity law and show how it leads
to the existence of an orderable LD-system as needed to prove Property A. In Sec-
tion 4, we describe R. Laver’s approach to self-distributivity, and the way it leads
to a proof of Property S. Finally, we mention in an appendix a connection between
the self-distributive law and set theory, and the role of the latter in the discovery
of the braid ordering.

1. Colouring positive braids

The aim of this section is to observe that, whenever (S, ∗) is an LD-system,
there exists an action of the braid monoid B+

n on the n-fold product Sn. By
using a specific LD-system whose elements are certain braids called special, and
by resorting to some general properties of monogenerated LD-systems, we obtain
a simple proof of Property C in B∞, i.e., of the result that every non-trivial braid
admits a word representative in which the generator σi with lowest index i occurs
only positively. The argument is effective, but it essentially takes place in B∞: as
a weird consequence, the σ-definite word representative we obtain for a braid of Bn

may involve generators σi with i much larger than n.

1.1. The action of positive braids on an LD-system. We start with the
idea of colouring the strands in a braid diagram. So, assume that S is a fixed
nonempty set, and let w be a positive braid word. Then we attribute colours
from S to the input ends in the diagram encoded by w, we propagate them along
the strands, and we compare the sequence of output colours with the sequence of
input colours.

If the colours are just pushed along the strands, the final sequence is a per-
mutation of the initial one, and the only piece of information about our braid we
obtain is its projection to the symmetric group.

Things become more interesting when we allow colours to change at crossings.
Here we shall consider the case when the colour of the back strand is preserved, but
the colour of the front strand may change depending on the two colours which have
crossed. This amounts to using a function of S×S into S, i.e., a binary operation ∗
on S, with the rule

x

y

x ∗ y

x

Thus, we define a right action of n-strand positive braid words on Sn by

x • ε = x, x • σiw = (x1, ... , xi−1, xi ∗ xi+1, xi, xi+2, ... , xn) • w,(1.1)

where ε denotes the empty braid word—everywhere in the sequel, when x denotes
a sequence, we use x1, x2, ... for the successive entries of x.

Lemma 1.1. The action defined in (1.1) is compatible with the braid relations
if and only if (S, ∗) is an LD-system.

Proof. Compatibility with the relations σiσj = σjσi with |i−j| ! 2 is obvious.
As for the relations σiσjσi = σjσiσj with |i−j| = 1, we see on the diagrams of Figure 1
that compatibility is guaranteed if and only if the equality x∗(y∗z) = (x∗y)∗(x∗z)
holds in S, i.e., if (S, ∗) is what we have called an LD-system.

We can therefore state:
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x

y

z
y

y∗z

x∗(y∗z)

x∗y

x

x

y

z

x x∗z

x∗y
(x∗y)∗(x∗z)

x∗y

x

Figure 1. Compatibility of coloring with the braid relations: the output
colours in the left and the right diagrams coincide if and only if the equality
x ∗ (y ∗ z) = (x ∗ y) ∗ (x ∗ z) holds

Proposition 1.2. For every LD-system (S, ∗) and every n, the rule (1.1) de-
fines an action of B+

n on Sn.

The natural question of whether the above action extends to not necessarily
positive braids will be addressed in Section 2 below, but, in this section, it is enough
to consider the case of B+

n. Before going on, let us observe that several classical
examples of LD-systems exist, and that they lead to not less classical results about
braids.

Example 1.3 (permutation). Let S be an arbitrary set. Defining x ∗ y = y
turns S into an LD-system. For x in Sn, and β in B+

n, we find

x • β = perm(β)−1(x),

where perm(β) denotes the permutation induced by β. Thus the action gives the
surjective homomorphism of B+

n onto the symmetric group Sn.

Example 1.4 (shift). Defining x ∗ y = y + 1 turns Z into an LD-system. For
x in Zn and β in B+

n, we find
∑

(x • β) = %(β) +
∑

x,(1.2)

where
∑

x denotes x1 + ···+ xn, and %(β) denotes the length of any positive braid
word representing β.

Example 1.5 (mean). Let E be a Z[t]-module. Defining x ∗ y = (1− t)x + ty
turns E into an LD-system. For x in En and β in B+

n, the entries of x •β are linear
combinations of those of x, i.e., we have

x • β = x · ρ(β)

for some n×n-matrix ρ(β). The mapping ρ is a linear representation of B+
n, namely

the (unreduced) Burau representation.

Example 1.6 (conjugation). Let G be a group. Defining x ∗ y = xyx−1 turns
G into an LD-system. In particular, let Fn be the free group based on x1, ... , xn.
For β in B+

n, define elements y1, ... , yn of Fn by

(y1, ... , yn) = (x1, ... , xn) • β,

and let ϕ(β) be the endomorphism of Fn that maps xi to yi for every i. Then ϕ is a
homomorphism of B+

n into End(Fn), and its image is actually included in Aut(Fn).
The action is the Artin representation of B+

n in Aut(Fn), to which we shall return
in Chapter IX.
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1.2. A self-distributive operation on B∞. In the sequel, as in [48], we
appeal to still another LD-system, namely one whose elements are braids. To
this end, we introduce a self-distributive operation on B∞ which is a sort of twisted
conjugacy. We recall that sh denotes the shift endomorphism of B∞, which maps σi

to σi+1 for every i.

Definition 1.7. For β1, β2 in B∞, we put

β1 ∗ β2 = β1 · sh(β2) · σ1 · sh(β−1
1 ),(1.3)

where · refers to usual braid multiplication.

For instance, we find 1 ∗ 1 = σ1, 1 ∗ σ1 = σ2σ1, σ1 ∗ 1 = σ2
1σ−1

2 —which shows
that the operation ∗ is neither commutative nor idempotent. Note that, because
of the shift operator in (1.3), the operation ∗ is defined on B∞ only, and it induces
no well-defined operation on Bn for any finite n.

At this point, Formula (1.3) comes as a rabbit out of the blue. Several justifica-
tions can be given. In particular, we shall see in Remark 3.11 how (1.3) is connected
with some natural operation arising on an extension of B∞ and explaining all its
properties. At this point, we shall content ourselves with direct verifications.

Lemma 1.8. The system (B∞, ∗) is a left cancellative LD-system, i.e., the op-
eration ∗ obeys the self-distributivity law and, in addition, γ ∗ β = γ ∗ β′ implies
β = β′.

Proof. Let β1, β2, β3 be any braids. Expanding the definition of (1.3), we find

β1 ∗ (β2 ∗ β3) = β1 · shβ2 · sh2β3 · σ2 · sh
2β−1

2 · σ1 · shβ−1
1 ,

(β1 ∗ β2) ∗ (β1 ∗ β3) = (β1 · shβ2 · σ1 · shβ−1
1 ) ∗ (β1 · shβ3 · σ1 · shβ−1

1 )

= (β1 · shβ2 · σ1 · shβ−1
1 ) · sh(β1 · shβ3 · σ1 · shβ−1

1 )

· σ1 · sh(β1 · shβ2 · σ1 · shβ−1
1 )−1

= β1 · shβ2 · σ1 · shβ−1
1 · shβ1 · sh2β3 · σ2 · sh

2β−1
1

· σ1 · sh
2β1 · σ−1

2 · sh2β−1
2 · shβ−1

= β1 · shβ2 · σ1 · sh
2β3 · σ2 · sh

2β−1
1

· σ1 · sh
2β1 · σ−1

2 · sh2β−1
2 · shβ−1

1 .

As σ1 commutes with every braid in the image of sh2 and σ1σ2σ1σ
−1
2 = σ2σ1 holds,

both β1 ∗(β2 ∗β3) and (β1 ∗β2)∗(β1 ∗β3) equal β1 ·shβ2 ·sh2β3 ·σ2σ1 ·sh
2β−1

2 ·shβ−1
1 ,

and the LD-law is satisfied.
Then expanding γ ∗ β = γ ∗ β′ gives γ · shβ · σ1 · shγ−1 = γ · shβ′ · σ1 · shγ−1,

whence shβ = shβ′ as cancellation is legal in the group B∞. This implies β = β′,
as the shift endomorphism is injective.

As it is an LD-system, (B∞, ∗) is eligible for colouring positive braids: in this
case, we use braids to color braid diagrams. The key point here is that the external
action of (positive) braids on sequence of braids can be connected with an internal
multiplication inside B∞.

Notation 1.9. For (β1, ... , βn) a sequence in Bn
∞, we write

∏sh(β1, ... , βn) = β1 · sh(β2) · ... · shn−1(βn).
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Lemma 1.10. For every sequence (β1, ... , βn) in Bn
∞ and β in B+

n, we have
∏sh((β1, ... , βn) • β) =

∏sh(β1, ... , βn) · β.(1.4)

Proof. We use induction on the length of β. The result is true for β = 1.
Assume β = σi β′. First, we find
∏sh((β1, ... , βn) • σi) =

∏sh(β1, ... , βi−1, βi ∗ βi+1, βi, ... , βn)

= β1 · shβ2 · ... · shi−2βi−1 · shi−1(βi ∗ βi+1) · shiβi · shi+1βi+2 · ... · shn−1βn

= β1 · shβ2 · ... · shi−2βi−1 · (shi−1βi · shiβi+1 · σi · sh
iβ−1

i ) · shiβi

· shi+1βi+2 · ... · shn−1βn

= β1 · shβ2 · ... · shi−2βi−1 · shi−1βi · shiβi+1 · σi · sh
i+1βi+2 · ... · shn−1βn

= β1 · shβ2 · ... · shi−2βi−1 · shi−1βi · shiβi+1 · ... · shn−1βn · σi

=
∏sh(β1, ... , βn) · σi,

as σi commutes with shkβ for k ! i + 1. Applying the induction hypothesis and
using (1.1), we deduce

∏sh((β1, ... , βn) • β) =
∏sh(((β1, ... , βn) • σi) • β′)

=
∏sh((β1, ... , βn) • σi) · β′

= (
∏sh(β1, ... , βn) · σi) · β′ =

∏sh(β1, ... , βn) · β,

which is (1.4).

1.3. Special braids. Besides the full LD-system (B∞, ∗), we shall also con-
sider the sub-LD-system of (B∞, ∗) generated by the unit braid 1. The braids lying
in this subsystem are called special. They will play an important role in the sequel.

Definition 1.11. We denote by Bsp the closure of {1} in (B∞, ∗). The ele-
ments of Bsp are called special braids.

A braid is special if it admits an expression that exclusively involves the braid 1
and the operation ∗. For instance, 1, σ1, σ2σ1, σ2

1σ−1
2 are special braids, as we have

σ1 = 1 ∗ 1, σ2σ1 = 1 ∗ (1 ∗ 1), σ2
1σ−1

2 = (1 ∗ 1) ∗ 1.
By definition, the set Bsp is closed under operation ∗, and, therefore Bsp

equipped with (the restriction of) ∗ is an LD-system, and is therefore eligible for
colouring positive braid diagrams. Applying Lemma 1.10, we deduce:

Proposition 1.12. (i) Every braid in B+
n can be expressed as

β1 · sh(β2) · ... · shn−1(βn),(1.5)

where β1, ... , βn are special braids.
(ii) Every braid in Bn can be expressed as

shn−1(β−1
n ) · ... · sh(β−1

2 ) · β1
−1 · β′

1 · sh(β′
2) · ... · sh

n−1(β′
n),(1.6)

where β1, ... , βn, β′
1, ... , β

′
n are special braids.

Proof. (i) Assume β ∈ B+
n. Define

(β1, ... , βn) = (1, ... , 1) • β.

As the input sequence (1, ... , 1) consists of special braids and Bsp is closed under
operation ∗, all braids involved in coloring a positive diagram associated with β are
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special, so, in particular, the output colours β1, ... , βn are special. Then, we have∏sh(1, ... , 1) = 1, so applying (1.4) directly gives (1.5).
By Proposition I.4.6, every braid in Bn can be expressed as a quotient β−1 · β′

with β, β′ in B+
n. Then (ii) follows from applying (i) to β and β′.

We thus have obtained for every braid a decomposition in terms of special
braids. It can be shown that, for β a positive braid, the expression of β given
in (1.5) is unique, but we shall not need this result here.

Example 1.13. Consider the braid σ−2
1 σ2σ1, which is β−1β′ with β = σ2

1 and
β′ = σ2σ1. Applying (1.1), we find

(1, 1, 1) • β = (σ2
1σ−1

2 , σ1, 1) and (1, 1, 1) • β′ = (σ2σ1, 1, 1).

We deduce for σ−2
1 σ2σ1 the expression

sh2(1)−1 · sh(σ1)
−1 · (σ2

1σ−1
2 )−1 · (σ2σ1) · sh(1) · sh2(1),

or, using the trivial braid 1 and the operations ∗, −1 and sh exclusively,

sh2(1)−1 · sh(1 ∗ 1)−1 · ((1 ∗ 1) ∗ 1)−1 · (1 ∗ (1 ∗ 1)) · sh(1) · sh2(1)(1.7)

—i.e., when trivial terms are removed, sh(1 ∗ 1)−1 · ((1 ∗ 1) ∗ 1)−1 · (1 ∗ (1 ∗ 1)).

1.4. The Comparison Property. Our aim is to establish:

Proposition 1.14 (Property C∞). Every braid is σ1-positive, σ1-negative, or
σ1-free.

Equivalently, every braid admits a word representative in which the letters σ1

and σ−1
1 do not both appear. Property C∞ is Property C inside B∞: the difference

with C is that, in C∞, we do not demand that, for each n and each n-strand braid
word, there exists an equivalent n-strand braid word that is σ1-positive, σ1-negative,
or σ1-free. Note that Property C∞ is sufficient to construct the σ-ordering of B∞,
and, from there, of each Bn by restriction.

When we look at (1.7) or, more generally, at (1.6), we see that possible let-
ters σ±1

1 can come from the central factors β1 and β′
1 only, as all other factors appear

with a shift. We are thus left with the question of establishing Property C∞ in the
particular case of a braid that is the quotient of two special braids. We shall see
now that, in such a case, the result directly follows from the specific definition of
the operation ∗ and from general results about monogenerated LD-systems. The
key role is played by the iterated left divisibility relation.

Definition 1.15. (i) For (S, ∗) a binary system, and x, y in S, we say that x
is an iterated left divisor of y, and write x # y, if there exists a positive integer p,
and elements z1, ... , zp in S satisfying

y = (...((x ∗ z1) ∗ z2) ∗ ...) ∗ zp.(1.8)

(ii) We say that (S, ∗) has the Comparison Property if any two distinct elements
of S are comparable for #, in the sense that at least one of x # y and y # x is true.

In a semigroup, the relation of iterated left divisibility coincides with the stan-
dard left divisibility relation, as (x ∗ z1) ∗ z2 is also x ∗ (z1 ∗ z2). By contrast, in
a general LD-system, there is no reason why the left divisibility relation should be
transitive, and that is why we consider iterated left divisibility.

Then, the following general result holds in every monogenerated LD-system,
i.e., in every LD-system that is generated by a single element.
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Proposition 1.16. Every monogenerated LD-system has the Comparison Prop-
erty.

A proof will be given in Section 1.5 below. For the moment, we shall see that
Proposition 1.16 easily implies Property C∞. The point is that the iterated left
divisibility relation in (Bsp, ∗) is directly connected with occurrences of σ1 and σ−1

1 .

Lemma 1.17. Assume that β, β′ are special braids satisfying β # β′. Then the
braid β−1β′ is σ1-positive.

Proof. By definition, saying that β # β′ is true means that there exist special
braids β1, ... , βp satisfying

β′ = (...((β ∗ β1) ∗ β2) ∗ ...) ∗ βp.(1.9)

Expanding the latter product gives

β′ = β · sh(β′
1) · σ1 · sh(β′

2) · σ1 · ... · σ1 · sh(β′
p+1),

with β′
1 = β1, β′

2 = β−1β2, β′
q = ((...((β∗β1)∗β2)∗...)∗βq−1)−1βq for 3 " q " p, and

β′
p+1 = ((...((β∗β1)∗β2)∗...)∗βp)−1. Hence the braid β−1β′ admits a representative

braid word containing p letters σ1 and no letter σ−1
1 .

Proposition 1.18. Proposition 1.16 implies Property C∞: every braid in B∞
is σ1-positive, σ1-negative, or σ1-free.

Proof. Let β ∈ B∞. By Proposition 1.12(ii), we have a decomposition

β = sh(β2) · β−1
1 β′

1 · sh(β′
2)

where β1 and β′
1 are special braids. By construction, special braids form a monogen-

erated LD-system, namely one generated by the braid 1. Then, by Proposition 1.16,
at least one of the following three cases occur:

(i) β1 # β′
1: then, by Lemma 1.17, β−1

1 β′
1 is σ1-positive, and, therefore, so is β,

as the factors sh(β2) and sh(β′
2) cannot destroy σ1-positivity;

(ii) β1 = β′
1: then β belongs to the image of sh, so it is σ1-free;

(iii) β′
1 # β1: then, as in (i), β−1 is σ1-positive and, therefore, β is σ1-negative.

Thus Property C∞ is proved.

Example 1.19. Let us consider the braid σ−2
1 σ2σ1 of Example 1.13 again. The

point is to compare the braids β1 = (1 ∗ 1) ∗ 1 and β′
1 = 1 ∗ (1 ∗ 1) involved in (1.7)

with respect to iterated left divisibility in (Bsp, ∗). In the current case, it is easy to
see that β1 ∗ β1 = β′

1 holds by applying left self-distributivity twice:

1 ∗ (1 ∗ 1) = (1 ∗ 1) ∗ (1 ∗ 1) = ((1 ∗ 1) ∗ 1) ∗ ((1 ∗ 1) ∗ 1).

So we have β1 # β′
1, and the computation of Lemma 1.17 then gives

β−1
1 β′

1 = sh(β1) · σ1 · sh(β1)−1 = (σ2
2σ−1

3 ) · (σ1) · (σ3σ
−2
2 ),

an expression that contains one σ1 and no σ−1
1 . Introducing these values in (1.7),

we finally obtain

σ−2
1 σ2σ1 = (σ−1

2 ) · (σ2
2σ−1

3 ) · (σ1) · (σ3σ
−2
2 ) = σ−1

2 σ2
2σ−1

3 σ1σ3σ
−2
2 ,

which contains no σ−1
1 , contrary to the initial expression σ−2

1 σ2σ1. Of course, the
latter expression can be shortened into σ2σ1σ

−2
2 by applying further reduction and

braid relations, but our point is to show that the method of Proposition 1.18 is
effective. Actually, our algorithm is still incomplete, as we did not show how to
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effectively obtain the special braids witnessing the relation β1 # β′
1: in the case

above, we just guessed the values; finding them systematically requires the methods
explained in Section 3.

Remark 1.20. The previous argument takes place in B∞, but not in any par-
ticular Bn: in Example 1.19, we started with a braid in B3, but obtained a σ1-
positive expression that involves the letter σ3. In general, the braid representative
provided by Proposition 1.18 depends on the special braids βq witnessing the iter-
ated left divisibility relation of (1.9). The techniques of Section 3 give an effective
upper bound for the letters σi possibly occurring in their decompositions, but a
huge one. Let us mention that Richard Laver, using normal forms methods in free
LD-systems analogous to those mentioned in Section 4 below, has given around
1994 a proof of Property C for each fixed group Bn [unpublished work].

1.5. The free monogenerated LD-system. It remains to establish Propo-
sition 1.16, i.e., to prove that every monogenerated LD-system has the Comparison
Property. To this end, we follow the argument of [45], building on results of [44]
about free LD-systems.

Lemma 1.21. Assume that S is an LD-system that has the Comparison Prop-
erty and S′ is a homomorphic image of S. Then S′ has the Comparison Property
as well.

Proof. Let f be a homomorphism of S onto S′. Assume x # y in S. Then,
for some p ! 1 and z1, ... , zp in S, we have y = (...((x ∗ z1) ∗ z2)...) ∗ zp in S. As f
is a homomorphism, we deduce f(y) = (...((f(x) ∗ f(z1)) ∗ f(z2))...) ∗ f(zp), hence
f(x) # f(y) in S′.

Let x′, y′ be any two elements in S′. By hypothesis, there exist x, y in S
satisfying x′ = f(x) and y′ = f(y). As S has the Comparison Property, at least
one of x = y, x # y, y # x holds in S. Therefore, at least one of x′ = y′, x′ # y′,
y′ # x′ holds in S′, and S′ has the Comparison Property.

For trivial reasons, there exists a most general monogenerated LD-system with
the universal property that every monogenerated LD-system is a homomorphic
image of it, namely the free monogenerated LD-system. Lemma 1.21 shows that,
in order to establish Proposition 1.16, it is sufficient to establish

Proposition 1.22. The free monogenerated LD-system has the Comparison
Property.

The free monogenerated LD-system is the counterpart of the additive semi-
group Z+ of positive integers when self-distributivity replaces associativity. Note
that the counterpart of Proposition 1.22 is then true: in this case, iterated divisi-
bility is the relation ∃z(y = x+z), i.e., the standard ordering, and the Comparison
Property is the assertion that any two positive integers are comparable. So our aim
is to prove a counterpart of the latter property when the LD-law replaces associa-
tivity. As the LD-law is more complicated than associativity, the proof will be less
easy, but, at least, the property itself should appear natural.

In order to prove Proposition 1.22, we need to start from a description of free
LD-systems. When we deal with associative structures like groups or monoids, the
elements of a system generated by a set X can be described as the evaluation at X
of words, i.e., of finite sequences of letters. In particular, the free monoid generated
by X can be described as the family of all words built from X, and the free group
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generated by X can be described as the quotient of the set of all words built from X
and a copy X−1 of X obtained by collapsing all pairs xx−1 and x−1x. When we
deal with non-associative structures like LD-systems, we can no longer start from
words as, in general, the position of the brackets matters. Instead, we shall use
terms, which are formal expressions involving letters, brackets, and the symbol ∗.

Definition 1.23. For n ! 1, we denote by Tn the set of all well-formed expres-
sions constructed using letters among x1, ... , xn and the binary operator ∗, namely
the closure of {x1, ... , xn} under the operation (t1, t2) *→ t1 ∗ t2. The elements of Tn

are called terms.

Thus, x2, x1 ∗ x3, (x1 ∗ x1) ∗ x1 are terms, while ∗x2x1∗∗ is not a term. The
system (Tn, ∗) is sometimes called the absolutely free system—or the free magma
in [17]—generated by x1, ... , xn. It has the universal property that every binary
system generated by n elements a1, ... , an is a homomorphic image of Tn under
the evaluation mapping that takes xn to an. A term t involving x1, ... , xn can be
adequately compared with an n variable polynomial. In our case, it is often useful
to see terms as labelled binary trees: every term that is not a single letter has well
defined left and right subterms, and we inductively define the tree associated with
a term t to be the binary tree consisting of a root with two successors, namely a left
subtree which is the tree associated with the left subterm of t, and a right subtree
which is the tree associated with the right subterm of t. For instance, the trees
associated with the terms above respectively are

x2

x1 x1

x1
x3x1 .

As said above, every binary system generated by x1, ... , xn is a quotient of (Tn, ∗).
For instance, the free monoid generated by x1, ... , xn is the quotient of Tn under the
equivalence relation that identifies two terms t, t′ if and only if one can go from t
to t′ by applying associativity, i.e., by moving brackets: thus the equivalence class
of t is fully characterized by the word obtained from t by forgetting all brackets,
and we recover the description of the free monoid generated by x1, ... , xn as the
collection of all words on {x1, ... , xn}. In the case of the LD-law, we have a similar
description.

Definition 1.24. (See Figure 2) We say that two terms t, t′ in Tn are LD-
equivalent, denoted t′ =LD t, if we can go from t to t′ by applying finitely many
transformations consisting in replacing a subterm of the form t1 ∗ (t2 ∗ t3) with the
corresponding term (t1 ∗ t2) ∗ (t1 ∗ t3) or vice versa.

For instance, we have x ∗ (y ∗ z) =LD ((x ∗ y) ∗x) ∗ ((x ∗ y) ∗ z)—we write x, y, ...
for x1, x2, ...—because we can go from the first term to the second by applying (LD)
twice:

x ∗ (y ∗ z) =LD (x ∗ y) ∗ (x ∗ z) =LD ((x ∗ y) ∗ x) ∗ ((x ∗ y) ∗ z) :(1.10)

in the first step, we distribute x to y and z, in the second step, we distribute x ∗ y
to x and z.

Lemma 1.25. For every n, LD-equivalence is an equivalence on Tn relation
compatible with the operation ∗. The quotient-system Tn/=LD is a free LD-system
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t t′

=LD

t1 t2 t3
t1 t1

t2 t3

Figure 2. Applying the LD-law to a term, viewed as a tree: some subterm
which can be expressed as t1 ∗ (t2 ∗ t3) is replaced with the corresponding
term (t1 ∗ t2)∗ (t1 ∗ t3), or vice versa; note that the size of the tree (number
of leaves) necessarily changes as t1 is duplicated, and that the height may
change as well—contrary to the case of the associativity law.

of rank n—i.e., every LD-system generated by at most n elements is a homomorphic
image of Tn/=LD.

Proof. The relation =LD is an equivalence relation by construction, and it is
compatible with the operation ∗ because we insisted that (LD) can be applied to
any subterm of the considered term. To see that the quotient-system Tn/ =LD is
a free LD-system based on {x1, ... , xn}, it suffices to check the expected universal
property. So, assume that (S, ∗) is an LD-system and a1, ... , an are arbitrary ele-
ments of S. Then there exists a unique homomorphism f of Tn to S mapping xi

to ai for each i, namely the evaluation mapping. The hypothesis that (S, ∗) is an
LD-system implies that f is constant on each LD-equivalence class, hence f induces
a well-defined homomorphism of Tn/=LD to S.

The above result is trivial, and, at this point, we still have no concrete re-
alization of free LD-systems as, contrary to the case of associativity, we have no
simple, effective description of LD-equivalence classes. Our method in the sequel of
this section consists of analyzing LD-equivalence by priviledging one of the possible
orientations of the LD-law.

Definition 1.26. Assume t, t′ ∈ Tn. We say that t′ is an LD-expansion of t
if we can go from t to t′ by applying finitely many transformations consisting in
replacing a subterm t1 ∗ (t2 ∗ t3) with the corresponding term (t1 ∗ t2) ∗ (t1 ∗ t3).

Thus the only difference between LD-equivalence and LD-expansion is that, in
the latter, we only apply the LD-law in the expanding direction, i.e., going from
left to right in Figure 2. For instance, each step of (1.10) is an LD-expansion, so
the term ((x ∗ y) ∗ x) ∗ ((x ∗ y) ∗ z) is an LD-expansion of the term x ∗ (y ∗ z)—but
the converse is not true: being an LD-expansion is an antisymmetric relation.

The proof that the free monogenerated LD-system has the Comparison Prop-
erty relies on three specific properties of the LD-law. The first, and most important
one, is as follows. By construction, LD-equivalence is the equivalence relation gen-
erated by LD-expansions, so, if two terms t, t′ are LD-equivalent, there exists a
sequence t = t0, t1, ... , t2p = t′ such that ti is an LD-expansion of ti−1 and ti+1 for
each odd i. The point is that this zigzag may always be assumed to have length
two.
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Lemma 1.27. Two LD-equivalent terms admit a common LD-expansion.

Proof (sketch, see also Lemma 3.5). The point is to prove that, if t′

and t′′ are any two LD-expansions of some term t, then t′ and t′′ admit a com-
mon LD-expansion. To prove this, let us say that t′ is a k-expansion of t if t′ is
obtained from t by applying the LD-law at most k times in the expanding direc-
tion. Then, for every term t, one can explicitly define a certain LD-expansion ∂t
of t that is a common LD-expansion of all 1-expansions of t, and check that, if t′

is an LD-expansion of t, then ∂t′ is an LD-expansion of ∂t. Then, one shows using
an induction that, for every k, the term ∂kt is an LD-expansion of all k-expansions
of t. It follows that, if t′ and t′′ are any two LD-expansions of some term t, then
t′ and t′′ admit common LD-expansions, namely all terms ∂kt with k sufficiently
large.

The definition of the term ∂t is inductive: ∂t equals t when t is a single letter,
and ∂(t1 ∗ t2) is obtained by replacing each letter xi in ∂t2 with the term ∂t1 ∗ xi.
The reader can check for instance that one has

∂(x ∗ (x ∗ (x ∗ x))) = ((x∗x)∗(x∗x))∗((x∗x)∗(x∗x))

—and that ∂2(x ∗ (x ∗ (x ∗ x))) is a complicated term with 42 letters x.

The second property is specific to the case of terms in T1, i.e., to trees where all
leaves are given the same label x. In the sequel, we use a sequence of particular such
terms, recursively defined by x[1] = x, x[k+1] = x∗x[k]. Pictorially, x[k] corresponds
to a right comb of length k.

Lemma 1.28. For each t in T1, we have x[k+1] =LD t ∗ x[k] for k sufficiently
large.

Proof. Define the size of a term t of T1 to be number of occurrences of x in t.
By definition, any term in T1 is either the single letter x or it is t1 ∗ t2 where t1 and
t2 have smaller size than t. So we can argue using induction on the size of t. For
t = x, we have x[k+1] = x ∗ x[k] for every k, by definition. Assume now t = t1 ∗ t2.
Assuming the result true for t1 and t2, we obtain for k sufficiently large

x[k+1] =LD t1 ∗ x[k] =LD t1 ∗ (t2 ∗ x[k−1])

=LD (t1 ∗ t2) ∗ (t1 ∗ x[k−1]) =LD (t1 ∗ t2) ∗ x[k] = t ∗ x[k],

which is the result for t.

The third property needed for the proof of Proposition 1.22 involves iterated
left subterms. For t a term that is not a single letter, we denote by left(t) the left
subterm of t; then, we use left2(t) for the left subterm of the left subterm of t,
etc. For a given term t, the term leftq(t) exists for q at most the length of the
leftmost branch of t viewed as a tree. For instance, for t = (x ∗ y) ∗ (x ∗ z), we have
left(t) = x ∗ y, left2(t) = x, and left3(t) is not defined.

Lemma 1.29. If t is a term that is not a single letter, and if t′ is an LD-
expansion of t, then there exists q such that leftq(t′) is a LD-expansion of left(t).

Proof. For an induction, it suffices to prove the result when t′ is obtained
from t by applying the LD-law to some subterm t0 of t, in the expanding direction.
We consider the various possible positions of t0 inside t. If t0 is t itself, then, by
definition of the LD-law, left2(t′) is equal to left(t). If t0 is the subterm leftr(t)
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with r ! 1, then left(t′) is an LD-expansion of left(t). In all other cases, we have
left(t′) = left(t).

We are now ready to conclude.

Proof of Proposition 1.22. (Figure 3) Our aim is to prove that the Com-
parison Property is true in the free monogenerated LD-system, i.e., in the quotient-
system T1/ =LD. So we start with arbitrary terms t, t′ in T1, and aim at proving
that the =LD-classes of t and t′ are comparable with respect to #. By Lemma 1.28,
the terms t ∗ x[k] and t′ ∗ x[k] are LD-equivalent for k large enough, as both are
LD-equivalent to x[k+1]. Hence, by Lemma 1.27, t ∗ x[k] and t′ ∗ x[k] admit a com-
mon LD-expansion, say t0. Now, by Lemma 1.29, there exist nonnegative integers
q, q′ such that leftq(t0) is an LD-expansion of left(t ∗ x[k]), i.e., of t, and leftq′

(t0)
is an LD-expansion of left(t′ ∗ x[k]), i.e., of t′. Thus we have t =LD leftq(t0), and
t′ =LD leftq′

(t0). If q and q′ are equal, we deduce

t =LD leftq(t0) = leftq′
(t0) =LD t′,

i.e., using t for the LD-equivalence class of t, we have t = t′.
Assume now q = q′ + p with p ! 1. Then we have leftq(t0) = leftp(leftq′

(t0)),
which, by definition, means that we have

leftq′
(t′0) = (...((leftq(t0) ∗ t1) ∗ t2)...) ∗ tp

for some t1, ... , tp, which implies t′ =LD (...((t ∗ t1) ∗ t2)...) ∗ tp. Hence, we obtain
now t′ = (...((t ∗ t1) ∗ t2)...) ∗ tp, i.e., t # t′.

The argument is symmetric for q′ < q, leading to t′ # t.

t

t ∗ x[k] x[k+1] t′ ∗ x[k]

t′

=LD =LD

t0

leftq(t0)

leftq′
(t0)

Figure 3. Proof of Proposition 1.16: For any two terms t, t′, we can
find a common LD-expansion t0 of t ∗ xk and t′ ∗ xk for k large enough;
then some iterated left subterm of t0 is an LD-expansion of t, and some
iterated left subterm of t0 is an LD-expansion of t′; now, two iterated left
subterms of a given term always are comparable with respect to the iterated
left subterm relation: for instance, in the picture, q is larger than q′ and,
therefore, leftq(t0) is an iterated left subterm of leftq′

(t0).
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So our proof of the Comparison Property for the free monogenerated LD-system
is complete. Lemma 1.21 then implies that every monogenerated LD-system has
the Comparison Property, (Proposition 1.16). So does in particular the LD-system
(Bsp, ∗), and thus our proof of Property C—more exactly C∞—is complete.

Remark 1.30. The key point in the previous argument is Lemma 1.27. The
latter has much in common with the property that any two braids in the monoid B+

n

admit a least common right multiple—which actually can be deduced from Lem-
ma 1.27 using the techniques of Section 3. Here the operator ∂ plays the role of
Garside’s fundamental braid ∆n, or, more exactly, of the inner automorphism Φn
of B+

n associated with ∆n. The framework of Garside categories [127, 67] enables
one to give a unified treatment for these seemingly remote situations.

2. Colouring arbitrary braids

In Section 1, we investigated the action of positive braids on the powers of an
LD-system, and, by choosing a convenient LD-system consisting of special braids,
we proved Property C—more exactly, Property C∞. We shall now discuss the
extension of this action to arbitrary, non necessarily positive braids. There are two
ways of performing this extension: if we insist to extend the action of B+

n into a
full action of Bn, then we must drastically reduce the eligible LD-systems to what
are called racks, and no application is to be expected in terms of braid orderings;
on the other hand, if we accept to lower our ambitions and content ourselves with
what will be called a partial action, then many LD-systems remain eligible. In
particular, using the partial action on an orderable LD-system leads to a very short
proof of Property A, i.e., of the fact that a σ-positive braid is never trivial.

2.1. The action of braids on a rack. Coming back to the context of Sec-
tion 1.1, let us try to extend our colourings to arbitrary braid diagrams. So, we
have to colour negative crossings. In order to find the most flexible definition, let us
first assume that the set of colours S is equipped with two more binary operations,
say ◦ and ∗, and consider the rule

x

y

y ◦ x

x ∗ y

This amounts to extending the action of braid words on sequences of colours by

x • σ−1
i = (x1, ... , xi−1, xi ◦ xi+1, xi+1 ∗ xi, xi+2, ... , xn).(2.1)

The reader will easily check that the action defined by (1.1) and (2.1) is compatible
with the relations σiσ

−1
i = σ−1

i σi = 1 if and only if the following laws are satisfied:

y ◦ x = x, x ∗ (x ∗ y) = x ∗ (x ∗ y) = y.(2.2)

Thus, the operation ◦ has to be trivial, while ∗ must be chosen so that the left
translations associated with ∗ are inverses of the left translations associated with ∗.
So ∗ exists if and only if the left translations associated with ∗ are bijective, in
which case we necessarily have

x ∗ y = the unique z satisfying x ∗ z = y.(2.3)

We can therefore state:
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Proposition 2.1. Define a rack to be an LD-system (S, ∗) in which all left
translations are bijective, i.e., we have ∀x, y ∃!z(x ∗ z = y). Then, for every
rack (S, ∗) and every n, the rules (1.1), (2.1), and (2.3) (with x ◦ y = y) define
an action of Bn on Sn.

As in Section 1.1, for x a sequence of elements of S, and β a braid, we shall
write x • β for the result of applying β to x, i.e., for x • w where w is an arbitrary
braid word representing β.

It is easily checked that all LD-systems mentioned in Examples 1.3 to 1.6 are
racks, and, therefore, there exists a well-defined action of braids on the powers of
each of these LD-systems. On the other hand, the braid LD-system (B∞, ∗) is not
a rack: we observed that left translations in (B∞, ∗) are injective, but they are not
surjective in general. More precisely, there exists a braid γ satisfying β∗γ = β′ if and
only if the braid β−1 ·β′ ·sh(β)·σ−1

1 belongs to the image of the shift endomorphism,
which is not the case in general: for instance, σ2σ

−1
1 does not belong to the image

of sh, and, therefore, there exists no braid γ satisfying 1 ∗ γ = σ2.
Racks are very interesting objects, and they turn to be quite useful in topol-

ogy [85]. However, they are not suitable for the order applications we have in
mind, because a rack is always connected with the conjugacy of a group. Indeed,
assume that (Q, ∗) is a rack, and let L be the function from Q to the permutation
group SQ that maps x of Q to the associated left translation L(x), i.e., to the map
y *→ x∗y. Then we have L(x∗y) = L(x)L(y)L(x)−1, i.e., L carries the ∗-operation
of Q to the conjugacy operation of SQ. The mapping L need not be injective in
general, but, nevertheless, its existence implies that the operation on Q is close to
the conjugacy of a group in many aspects.

As we are interested in ordering braids, it is not surprising that using LD-
systems equipped with an ordering can be useful. The following notion appears
natural in this context.

Definition 2.2. We say that (S, ∗,≺) is an ordered LD-system if (S, ∗) is an
LD-system, and ≺ is a (strict) linear ordering on S such that x ≺ x ∗ y is always
true, and y ≺ z implies x ∗ y ≺ x ∗ z.

We say that an LD-system (S, ∗) is orderable if there exists at least one linear
ordering ≺ on S such that (S, ∗,≺) is an ordered LD-system. By definition, the
ordering in an ordered LD-system extends the left divisibility relation, hence its
iterated version # of Definition 1.15, and, therefore, the latter admits no cycle
in an orderable LD-system. Note that the connection between the ordering and
the operation in an ordered LD-system is the same as the connection between the
standard ordering of positive integers and their addition.

Now, the bad news is:

Proposition 2.3. An orderable LD-system is never a rack.

Proof. Assume that (S, ∗,≺) is an ordered LD-system. Then, by definition,
we have x ∗ x ≺ (x ∗ x) ∗ y for all x, y in S, hence, in particular,

x ∗ x 0= (x ∗ x) ∗ x.(2.4)

On the other hand, we claim that every rack obeys the law x ∗ y = (x ∗ x) ∗ y.
Indeed, if (S, ∗) is a rack, then, for all x, y in S, we find

(x ∗ x) ∗ y = (x ∗ x) ∗ (x ∗ (x ∗ y)) = x ∗ (x ∗ (x ∗ y)) = x ∗ y,
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where ∗ is the symmetric operation of (2.3).

Therefore, the approach of using orderable LD-systems to colour the strands of
arbitrary braids cannot work: the only LD-systems that can colour arbitrary braids
are racks, and those are never orderable.

However, we observe

Lemma 2.4. Every orderable LD-system is left cancellative, i.e., x ∗ y = x ∗ z
implies y = z.

Proof. Assume that (S, ∗,≺) is an ordered LD-system and y, z are distinct
elements of S. Then y ≺ z or z ≺ y holds. By definition, this implies x ∗ y ≺ x ∗ z,
or x ∗ z ≺ x ∗ y, respectively. In either case, we deduce x ∗ y 0= x ∗ z.

2.2. The partial action of braids on a left cancellative LD-system.
In view of Proposition 2.3 and Lemma 2.4, we are led to considering the possible
extension of the braid action to LD-systems that are not racks, but, at least, are left
cancellative: this amounts to saying that the left translations are not necessarily
bijective—as is the case for a rack—but, at least, are injective. This is what we shall
do now. The price to pay for the extension is that we shall obtain a partial action
only: it will no longer be true that every set of input colours can be propagated,
but the result is that, for each given braid, there exists at least one sequence of
admissible initial colours, and the corresponding output colours do not depend on
the choice of the braid word representative. Precisely, we shall establish:

Proposition 2.5. Assume that (S, ∗) is a left cancellative LD-system. Then
the rules (1.1), (2.1), and (2.3)—considered as a partial, not necessarily everywhere
defined operation—define a partial action of n-strand braid words on Sn that has
the following properties:
(i) If w1, ... , wp are n-strand braid words, there exists at least one sequence x in Sn

such that each of x • w1, ... , x • wp is defined;
(ii) If w, w′ are equivalent n-strand braid words and both x•w and x•w′ are defined,
they are equal.

For the rest of this section, we assume that (S, ∗) is a left cancellative LD-
system—some of the results extend to arbitrary LD-systems, but we shall not con-
sider that case here. This means that, for all x, z in S, there exists at most one y
satisfying x ∗ y = z, and, therefore, the braid colourings associated with S are
unique when they exist. Indeed, the rules for colour propagation are

x

yx

x ∗ y

y

x ∗ y

x

x

and, for each initial sequence x in Sn and each n-strand braid word w, either the
initial colours can be propagated throughout the diagram encoded by w and there
is exactly one output sequence which will be denoted by x • w, or there exists at
least one negative crossing where the division is impossible and then x • w does not
exist. Note that, if w is uv, then x • w exists if and only if x • u and (x • u) • v exist,
and, in this case, we have the expected equality. In other words, all rules for an
action are obeyed, provided that one does not get stuck at some negative crossing.
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The first, obvious observation is that we can always obtain colourings for dia-
grams that are encoded by words in which all negative letters precede all positive
letters.

Lemma 2.6. Assume that u, v are positive n strand braid words. Let y be an
arbitrary sequence in Sn, and let x = y • u. Then the sequence x • u−1v exists.

Proof. We apply the colours y in the middle of the diagram encoded by u−1v
and propagate them to the left through u−1 and to the right through v, as below:

x = y • u y y • v

u−1 v

..

.
..
.

..

.

By construction, the colouring rules are obeyed everywhere, and we find x•u−1 = y,
so x • u−1v exists and is equal to y • v.

By Proposition I.4.6, every braid word w is equivalent to a braid word of the
form u−1v with u, v positive. This, however, is not sufficient to deduce that the
existence of x • u−1v implies the existence of x • w: for instance, for w = σ−1

1 σ1,
then w is equivalent to u−1v, with u = v = ε (the empty word); now, (1, 1) • u−1v
is defined, whereas (1, 1) • w is not. So we have to be more careful. What we shall
prove is that each braid word w can be transformed into an equivalent fractionary
word of the form u−1v using only certain transformations that preserve the action in
some convenient way, namely (left) subword reversing transformations—or simply
left reversing. We refer the reader to [51, 56] and [54] for more precision and
further developments of the subword reversing technique

Definition 2.7. For braid words w, w′, we say that w is left reversible to w′

if w′ can be obtained from w by iteratively
• deleting a subword σiσ

−1
i , or

• replacing a subword σiσ
−1
j with |i− j| ! 2 by σ−1

j σi, or
• replacing a subword σiσ

−1
j with |i− j| = 1 by σ−1

j σ−1
i σjσi.

Example 2.8. Consider w = σ1σ
−1
2 σ2σ

−1
3 . Then w contains the factor σ1σ

−1
2 ,

so it is left reversible to w1 = σ−1
2 σ−1

1 σ2σ1σ2σ
−1
3 —note that w also contains the

factor σ2σ
−1
3 , so it is left reversible to σ1σ

−1
2 σ−1

3 σ−1
2 σ3σ2 as well. Then w1 contains

the factor σ2σ
−1
3 , so it is left reversible to w2 = σ−1

2 σ−1
1 σ2σ1σ

−1
3 σ−1

2 σ3σ2, etc. The
reader can check that all sequences of subword reversing from w end in seven steps
with the word σ−1

2 σ−1
1 σ−1

3 σ−1
2 σ−1

1 σ3σ2σ1σ3σ2. The latter word can no longer be
reversed, for it contains no more factor of the form σiσ

−1
j .

It should be clear that, if w is left reversible to w′, then w and w′ are equivalent,
since each elementary reversing step consists in replacing a subword by an equivalent
subword. Conversely, we note that, for a given word w, it is false that every word
equivalent to w can be obtained by left reversing from w: for instance, starting from
the word σ−1

1 σ1, we cannot reach the empty word—actually, we can reach no word
other than σ−1

1 σ1 since the latter contains no subword of the form σiσ
−1
j . We shall
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appeal to the following fundamental result, which is one of the many consequences
of the Garside theory of braid monoids:

Lemma 2.9. For each braid word w, there exist positive words u, v such that w
is left reversible to u−1v.

Proof (sketch). The words of the form u−1v with u, v positive are those
words that are terminal with respect to left reversing, and the problem is to prove
that, starting from a word w, at least one sequence of reversing steps terminates in
a finite number of steps with a word u−1v as above.

So the main problem is to prove termination. It is not hard to see that it is
sufficient to do it when we start with a word of the form uv−1, with positive u, v.
Then, the point is that, in the braid monoid B+

n, the braids represented by u and v
admit a least left common multiple β and that every word w occurring in the left
reversing of uv−1 is drawn in the set of divisors of β—in the sense of Definition V.2.2
below. There are finitely many such divisors, and one can deduce that no infinite
reversing sequence exists.

Let us return to S-colourings. We observed above that, if w, w′ are equivalent
braid words, and x is a sequence of colours from S, then the existence of x • w does
not guarantee that of x • w′ in general. The interest of left reversing is to prevent
such problems.

Lemma 2.10. Assume that w is left reversible to w′, and that x • w′ exists.
Then x • w exists as well, and we have x • w = x • w′.

Proof. (Figure 4) It suffices to prove the result when w is left reversible to w′

in one step. If w′ has been obtained from w by deleting a factor σiσ
−1
i , or replacing

σiσ
−1
j with σ−1

j σi in the case |i− j| ! 2, the result is obvious. Assume that w′ has
been obtained from w by replacing a factor σiσ

−1
j with |i− j| = 1 by σ−1

j σ−1
i σjσi.

Without loss of generality, we can assume i = 1 and j = 2. Our aim is to prove
that, if (x, y, z) • σ−1

2 σ−1
1 σ2σ1 exists, so does (x, y, z) • σ1σ

−1
2 . Now, the hypothesis

that (x, y, z) • σ−1
2 exists implies that there exists y′ in S satisfying y = z ∗ y′.

Similarly, the hypothesis that (x, z, y′) • σ−1
1 exists implies that there exists x′ in S

satisfying x = z ∗ x′. But, then, (x, y, z) • σ−1
1 σ2 exists, and, because of

z ∗ (y′ ∗ x′) = (z ∗ y′) ∗ (z ∗ x′) = x ∗ y,

we find (x, y, z) • σ−1
2 σ−1

1 σ2σ1 = (x, y, z) • σ1σ
−1
2 .

z∗x′=x

z∗y′=y

z
y′

z x′

z
z∗(x′∗y′)

= x∗y

z

x′

x

y

z

x

x∗y

z

x′

Figure 4. Colourability vs. left reversing: if (x, y, z)•σ−1
2 σ−1

1 σ2σ1 exists,
then so does (x, y, z) • σ1σ

−1
2 .

We can now establish the existence part of Proposition 2.5.
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Proof of Proposition 2.5(i). Assume first p = 1, i.e., we consider one sin-
gle braid word w. By Lemma 2.9, there exist positive words u, v such that w is
left reversible to u−1v. By Lemma 2.6, there exists a sequence x in Sn such that
x • u−1v exists. By Lemma 2.10, x • w exists as well.

Assume now p ! 2, i.e., we wish to colour several braid words w1, ... , wp

simultaneously—that case is needed for the proof of Proposition 2.19 only. For
each k, there exist positive words uk, vk such that wk is left reversible to u−1

k vk.
Then, Proposition I.4.8 implies that the braids represented by u1, ... , up admit a
common left multiple in the monoid B+

n, i.e., we can find positive braid words
u′

1, ... , u
′
p such that u′

1u1, ... , u′
pup are pairwise equivalent. As in the proof of

Lemma 2.6, let y be any sequence of colours from S. By Proposition 1.2, the
value of y • (u′

kuk) does not depend on k. If x is the latter sequence, then, by con-
struction, x•u−1

k is defined for every k, and so is x•(u−1
k vk). Applying Lemma 2.10

as above, we conclude that x • wk exists as well for every k.

As for the uniqueness part of Proposition 2.5, we shall appeal to the right
counterpart of left subword reversing.

Definition 2.11. For braid words w, w′, we say that w is right reversible to w′

if w′ can be obtained from w by iteratively
• deleting a subword σ−1

i σi, or
• replacing a subword σ−1

i σj with |i− j| ! 2 by σjσ
−1
i , or

• replacing a subword σ−1
i σj with |i− j| = 1 by σjσiσ

−1
j σ−1

i .

As the braid relations are symmetric, right reversing is completely similar to
left reversing. The words that are terminal with respect to right reversing are
those of the form uv−1 with u, v positive, and an argument symmetric to that for
Lemma 2.9 gives

Lemma 2.12. For each braid word w, there exist positive words u, v such that
w is right reversible to uv−1.

As for colourings, we also obtain a connection with right reversing, but one
should notice that the orientation is reversed:

Lemma 2.13. Assume that w is right reversible to w′, and that x • w exists.
Then x • w′ exists as well, and we have x • w′ = x • w.

Proof. (Figure 5) The critical step is to prove that, if (x, y, z) • σ−1
1 σ2 exists,

so does (x, y, z) • σ2σ1σ
−1
2 σ−1

1 . The existence of (x, y, z) • σ−1
1 implies that x = y ∗x′

holds for some x′, and, then, using the relation y∗(x′∗z) = (y∗x′)∗(y∗z) = x∗(y∗z),
we obtain the expected equality.

y∗x′=x

y

z

x′

y

x′∗z

x′

x

y

z

y∗z

y

x

x′

x∗(y∗z)
=y∗(x′∗z)

y

y

x′∗z

x′

Figure 5. Colourability vs. right reversing: if (x, y, z) • σ1σ
−1
2 exists,

then so does (x, y, z) • σ2σ1σ
−1
2 σ−1

1 .

We can then complete the proof of Proposition 2.5
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Proof of Proposition 2.5(ii). Let β be the braid represented by w. By
(the right counterpart of) Proposition I.4.9, there exists a unique decomposition
β = NR(β)DR(β)−1 where NR(β) and DR(β) are positive braids with no common
right divisor in B+

n. Let u0, v0 be positive braid words representing NR(β) and DR(β),
respectively. We claim that, if x • w is defined, then so is x • u0v

−1
0 , and these two

sequences are equal. The claim implies the proposition for, if w′ is equivalent to w,
it also represents the braid β, and we then find x • w = x • u0v

−1
0 = x • w′.

So assume that x •w is defined. By Lemma 2.12, there exist positive words u, v
such that w is right reversible to uv−1. Then Lemma 2.13 implies that x • uv−1

is defined and x • w = x • uv−1 holds. The right counterpart of Proposition I.4.9
implies that the fractionary decomposition of β associated with uv−1 factorizes
through the one associated with NR(β)DR(β)−1, i.e., with u0v

−1
0 . Hence, we must

have u ≡ u0w0 and v ≡ v0w0 for some positive braid word w0. By Proposition 1.2,
this implies that x • (u0w0)(w−1

0 v−1
0 ) exists and is equal to x • uv−1, hence to x • w.

Now, by construction, x •u0w0w
−1
0 v−1

0 is equal to x •u0v
−1
0 as y •w0w

−1
0 exists and

is equal to y for each y.

2.3. A proof of Property A. We thus have extended the action of braids
to all left cancellative LD-systems, at the expense of having a partial action only,
i.e., one that need not be defined everywhere. We shall now use this partial action
in the case of ordered LD-systems, as introduced in Definition 2.2. By Lemma 2.4,
the latter are eligible for our current approach. Then, provided we take for granted
the result from self-distributive algebra that orderable LD-systems do exist, we
shall obtain a very easy and natural proof of Property A, i.e., of the fact that a
σ1-positive braid is never trivial.

Proposition 2.14. (Property A) Assume that ordered LD-systems exist.
Then a σ1-positive braid word never represents 1.

Proof. (Figure 6) Let (S, ∗,≺) be an ordered LD-system, and w be an n-
strand braid word containing p letters σ1 and no letter σ−1

1 . By Proposition 2.5(i),
there exists a sequence of colours x in Sn such that x•w is defined. For 0 " q " p let
zq be the colour of the bottom strand after the qth σ1-crossing. By construction, we
have z1 = z0 ∗ y1 for some y1, hence z0 ≺ z1 by definition of an ordered LD-system.
Similarly, we have z2 = z1 ∗ y2 for some y2, hence z1 ≺ z2, etc. So, the sequence
of zk’s is increasing, and we have zp > z0. Now, if w were equivalent to the empty
word ε, as x • ε certainly exists, Proposition 2.5(ii) would imply x • w = x • ε = x,
and, in particular, we would have zp = z0, contradicting zp > z0. So w is not
equivalent to ε, i.e., the braid word w does not represent the trivial braid 1.

z0 ≺

y1

z1=z0∗y1 ≺

y2

z2=z1∗y2

...

...

...

...

yp

zp=zp−1∗yp... ≺ 0= z0

...
...

...
...

...

Figure 6. A σ1-positive braid word is never trivial: use an ordered LD-
system to colour the strands; then the colours of the first position make an
increasing sequence, so, in particular, the last one cannot be the first one.
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Remark 2.15. Let us call Property Ai the statement that a braid that admits
a representative braid word containing at least one letter σi but no letter σ−1

i is
not trivial, i.e., a braid word where σi occurs but σ−1

i does not represent the unit
braid. Then Property A is just Property A1. The connection of Property A2, or,
more generally, Ai for i ! 2, with Property A is not clear: indeed, using the shift
endomorphism and Property A, we deduce that a σ2-positive braid is not trivial.
But Property A2 claims more, as it involves all braid words with at least one σ2

and no σ−1
2 , regardless of whether they also contain σ1 and σ−1

1 . It turns out that
the argument used above for Property A can be adapted to prove Property Ai for
each i. Assuming that S is an ordered LD-system generated by a single element g,
one can show that the quantity

x1 ∗ (x2 ∗ (...(xi−1 ∗ (xi ∗ g))...))

increases at each letter σi and is preserved under each letter σ±1
j with j 0= i. We

refer to [53, Proposition 2.18] for details.

Before we justify the existence of orderable LD-systems in Section 3, let us
observe that this existence is actually directly equivalent to Property A.

Proposition 2.16. Assume Property A. Then (Bsp, ∗, #) is an ordered LD-
system.

Proof. First, we claim that the relation # is a linear ordering on special
braids. Indeed, we have seen in Lemma 1.17 that, if β, β′ are special braids and
β # β′ holds, then the quotient-braid β−1β′ is σ1-positive. By Property A, such
a word is not trivial, so β # β′ implies β 0= β′, i.e., # is an antireflexive relation.
As, by construction, it is transitive, it is a strict ordering. Moreover, as (Bsp, ∗)
is monogenerated, it satisfies the Comparison Property, so # is a linear ordering
on Bsp. Finally, β # β ∗ β1 is true by definition, and β1 # β2 implies β ∗ β1 # β ∗ β2

in every LD-system. So (Bsp, ∗, #) is an ordered LD-system.

Thus Property A is just another way of asserting the existence of an orderable
LD-system. The equivalence can be used in both directions. If we have a cheap
proof of Property A, such as those given in Chapters IX or XII below, then we
deduce an equally cheap proof for the existence of an orderable LD-system. In the
other direction, if we have a direct proof that orderable LD-systems exist, such
as the one that will be sketched in the next section, then we obtain a proof of
Property A.

2.4. A realization of the free LD-system of rank 1. We conclude this
section with the observation that special braids provide a realization of the free
monogenerated LD-system inside the braid group B∞, which in turn implies a
simple characterization of the braid ordering in terms of colourings by means of an
ordered LD-system.

Proposition 2.17. Every monogenerated orderable LD-system is free, and then
the iterated divisibility relation # is the unique relation that makes it an ordered LD-
system.

Proof. Assume that (S, ∗,≺) is an ordered LD-system generated by a single
element g. Let π denote the canonical projection of the free LD-system T1/=LD

onto S that maps x to g. We claim that π is injective. Indeed, let t, t′ be terms
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in T1 that are not LD-equivalent. By Proposition 1.16—Comparison Property—
there exist p ! 1 and terms t1, ... , tp satisfying t′ = (...((t ∗ t1) ∗ t2)...) ∗ tp or vice
versa. Applying the homomorphism π, we deduce that π(t) # π(t′) holds in S. By
definition of an ordered LD-system, x # y implies x ≺ y, hence x 0= y in S. So we
have π(t) 0= π(t′), and π is injective, hence bijective. Therefore, (S, ∗) is free.

Next, we claim that # is a strict linear ordering on S. Indeed, it is tran-
sitive by construction, and any two distinct elements of S are #-comparable by
the Comparison Property. So it remains to see that x # x never holds. But
that would means that there exists p ! 1 and elements y1, ... , yp in S satisfying
x = (...((x ∗ y1) ∗ y2) ∗ ...) ∗ yp. Now, as in the proof of Proposition 2.16, this would
imply x ≺ x ∗ y1 ≺ ((x ∗ y1) ∗ y2 ≺ ... ≺ x, contradicting the hypothesis that ≺ is a
strict ordering.

At this point, we know that # is included in ≺, that ≺ is a strict ordering,
and that # is a strict linear ordering: this is enough to conclude that # and ≺
coincide.

Applying Proposition 2.16, we deduce:

Corollary 2.18. Special braids equipped with ∗ form a free LD-system of
rank 1.

Thus we obtained inside B∞ a realization for the free LD-system with one
generator. An application of the previous result is the second characterization of
the braid ordering mentioned in the introduction—see Figure 7:

x β x • β x β′ x • β′

/Lex x • β
?





















..

.
..
.

..

.
..
.

Figure 7. The σ-ordering of B∞ in terms of colourings: if (S,≺) is an
ordered LD-system, then β is smaller than β′ if, when we apply the same
input colours from S to β and β′, then the output colours from β are
smaller than those from β′ with respect to the lexicographical ordering on
sequences of colours

Proposition 2.19. Assume that (S, ∗,≺) is an ordered LD-system. Denote
by ≺Lex the lexicographical extension of ≺ to Sn. Then, for all β, β′ in Bn, the
relation β < β′ is true if and only if, for some sequence x in Sn, both x • β and
x • β′ are defined and we have x • β ≺Lex x • β′, if and only if x • β ≺Lex x • β′ holds
for any sequence x such that both x • β and x • β′ are defined.

Proof. As the braid relation < is a linear ordering, and, by Proposition 2.5,
we know that there exist sequences x such that both x • β and x • β′ are defined,
it suffices to show that, if x • β ≺Lex x • β′ is satisfied for at least one sequence x,
then we have β < β′.

Here we shall only consider the case when S is monogenerated, and refer to [53]
for the general case. Then, by Corollary 2.18, we may assume that S is the set Bsp

of special braids equipped with the operation of (1.3), i.e., we take for x a sequence
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of special braids. Let (β1, ... , βn) = x • β and (β′
1, ... , β

′
n) = (β′

1, ... , β
′
n) • β′. Then

Lemma 1.10 gives

β−1β′ =
(∏sh(x • β)

)−1 ·
∏sh(x • β′)

=
(∏sh(β1, ... , βn))−1 ·

∏sh(β′
1, ... , β

′
n)

= shn−1β−1
n · ... · shβ−1

2 · β1
−1 · β′

1 · shβ′
2 · ... · sh

n−1β′
n,

and the hypothesis x•β ≺Lex x•β′ together with Lemma 1.17 implies that the latter
braid is σ-positive. Hence β < β′ holds.

3. The group of left self-distributivity

In Section 2.3 we somehow cheated the reader in that our proof of Property A
uses the so far unproven result that there exists an orderable LD-system. No more
than Proposition 1.16 about the Comparison Property can this result be considered
standard, and we shall now outline a proof of it. The argument turns out to be
rather delicate, but it is nicely conceptual, relying on a precise analysis of the LD-
law by means of an object which is interesting in its own right, namely a certain
group that plays for the LD-law the role that the famous Thompson’s groups F
and V play for associativity and for associativity together with commutativity.

3.1. The geometry of the LD-law. Our aim in this section is to give a
direct proof of the existence of an orderable LD-system. Actually, we shall prove:

Proposition 3.1. The free monogenerated LD-system is orderable.

By definition, every sub-LD-system of an orderable LD-system is orderable,
so, owing to Propositions 2.16 and 2.17, proving that there exists at least one
orderable LD-system or proving that the above specific LD-system, namely the free
LD-system of rank 1, is orderable are actually equivalent tasks.

In the sequel, we come back to the formalism of Section 1.5. We recall that T1

denotes the collection of all well-formed terms constructed using one letter x and
the operator ∗, and that =LD denotes the smallest congruence on terms that contains
all instances of the LD-law. Introducing the following notation is convenient.

Definition 3.2. If t, t′ are terms, we say that t #LD t′ holds if there exists
p ! 1 and terms t1, ... , tp satisfying t′ =LD (...((t ∗ t1) ∗ t2)...) ∗ tp.

Thus t #LD t′ is true if and only if there exist terms t0, t′0 such that t0 =LD t and
t′0 =LD t′ hold and so does t0 # t′0, i.e., t0 is an iterated left subterm of t′0. What
we did in the proof of Proposition 1.22 was precisely proving that, for all terms t, t′

in T1, at least one of t =LD t′, t #LD t′, t′ #LD t is true.

Lemma 3.3. In order to prove Proposition 3.1, it is sufficient to prove that the
relations =LD and #LD on T1 are disjoint.

Proof. By Lemma 1.25, the free LD-system of rank 1 can be realized as
the quotient-structure T1/=LD. Write t for the LD-class of a term t. Then, by
construction, the iterated left divisibility relation # on T1/=LD is the projection
of the relation #LD: for all terms t, t′ in T1, the relations t # t′ and t #LD t′ are
equivalent. Hence, assuming that =LD and #LD are disjoint just means that # is
antireflexive in T1/=LD. In this case, as it is transitive by construction, it is a strict
ordering, and even a strict linear ordering by Proposition 1.22. Finally, t #LD t ∗ t1
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is always true by definition, and t #LD t′ implies t0∗t #LD t0∗t′ by using the LD-law.
So T1/=LD is an ordered LD-system—note that the last part of the argument is the
same as for Proposition 2.16.

So, from now on, our aim will be to prove that the relations =LD and #LD on T1

are disjoint. To this end, we shall analyse what can be called the geometry of the
LD-law. By definition, saying that two terms t, t′ are LD-equivalent means that we
can transform t into t′ by repeatedly replacing a subterm of the form t1 ∗ (t2 ∗ t3)
with the corresponding term (t1 ∗ t2) ∗ (t1 ∗ t3), or vice versa, i.e., by applying
the LD-law. The idea will be to take into account the position where the law is
applied—and that is why we speak of geometry here. To this end, we fix a system
of addresses for the subterms of a term. A simple system is obtained by viewing
terms as binary trees and describing the path that goes from the root of the tree to
the root of the considered subterm, using for instance 0 for forking to the left and
1 for forking to the right. This allows us to speak of the αth subterm of a given
term t. Notice that, for each term t, the αth subterm of t is defined for finitely
many addresses α only. For instance, if t is the term (x ∗ x) ∗ x, the 0th subterm
of t is the term x ∗ x, and the set of all addresses α for which the αth subterm of t
is defined consists of the five addresses ∅ (the empty address, i.e., the address of
the root), 0, 1, 00, and 01.

Definition 3.4. For α an address, we denote by LDα the (partial) operator
on terms that corresponds to applying the LD-law to the αth subterm, in the
expanding direction. We denote by GLD the monoid generated by all operators LDα

and their inverses using reversed composition; we think of GLD as acting on terms
on the right, writing t • f for the result of applying f to t.

The operator LDα is a partial operator: the term t belongs to the domain of LDα

if and only if the αth subterm of t exists, and it can be decomposed as t1 ∗ (t2 ∗ t3),
in which case t • LDα is the term obtained by replacing the above subterm with
(t1∗t2)∗(t1∗t3) in t. The operator LDα is injective, and its inverse LD−1

α corresponds
to applying the LD-law at α in the contracting direction. For every term t, the
set of those addresses α’s such that t • LDα exists is finite. For instance, if t is the
term x1 ∗ (x2 ∗ (x3 ∗ x4)), then t • LD∅ and t • LD1 only are defined, and the values
are (x1 ∗ x2) ∗ (x1 ∗ (x3 ∗ x4)) and x1 ∗ ((x2 ∗ x3) ∗ (x2 ∗ x4)) respectively.

By construction, two terms t, t′ are LD-equivalent if and only if some element
of the monoid GLD maps t to t′.

Now, we would like to replace the monoid GLD with a group. Because it consists
of injective partial operators, the monoid GLD is an inverse monoid, but not a
group. Moreover, it may happen that the composition of two operators in GLD

is just empty, i.e., it applies to no term at all: for instance, the branches 00...
and 10... must have the same length in any term belonging to the image of LD∅,
i.e., to the domain of LD

−1
∅ , and this is never the case for a term in the image

of LD∅ · LD1, so the operator LD∅ · LD1 · LD
−1
∅ is just empty. It follows that there

is no way to quotient GLD into a non-trivial group without distorting it completely.
So, we resort to an indirect approach, namely guessing a presentation of GLD, and
then introducing the group GLD defined by this presentation: the idea is that, if
we guessed the presentation correctly, then the group GLD should resemble the
monoid GLD, and all results about the action of GLD on terms should admit purely
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syntactic counterparts in GLD. The first step is therefore to find relations between
the various operators LDα.

Lemma 3.5. For all addresses α, β, γ, the following relations hold in GLD:

LDα0β · LDα1γ = LDα1γ · LDα0β ,

LDα0β · LDα = LDα · LDα00β · LDα10β ,

LDα10β · LDα = LDα · LDα01β ,

LDα11β · LDα = LDα · LDα11β ,

LDα1 · LDα · LDα1 · LDα0 = LDα · LDα1 · LDα.

The verification is easy. The above relations are quite natural: they are noth-
ing but a syntactic counterpart to Lemma 1.27. Notice that, for each pair of
addresses α, β, there exists exactly one relation in the list above taking the form
LDα... = LDβ ..., i.e., explaining how to obtain a common LD-expansion for t • LDα

and t • LDβ . According to the strategy sketched above, we introduce

Definition 3.6. We denote by GLD the group generated by an infinite sequence
of generators τα indexed by addresses, i.e., by finite sequences of 0’s and 1’s, subject
to the relations of Lemma 3.5, i.e., τα0β · τα1γ = τα1γ · τα0β , etc.

Let us denote by G+
LD (resp. G+

LD) the submonoid of GLD (resp. GLD) generated
by the elements LDα (resp. τα), i.e., we forbid inverses. Lemma 3.5 implies that
G+

LD is a quotient of G+
LD, so the action of G+

LD on terms factors through an action
of G+

LD—we shall denote by t •g the result of letting g act on t. This action however
does not extend to the group GLD, as GLD is not a quotient of GLD, due to the fact
that the composition of two operators in GLD may be the empty operator, i.e., an
operator whose domain is empty.

Remark 3.7. The previous approach applies to every algebraic law, and, more
generally, to every family of algebraic laws [47, 49, 55]: in each case, some monoid
describes the associated geometry, and, in good cases, a group appears. In the case
of associativity, the group involved happens to be Richard Thompson’s group F
investigated in [154, 32]; similarly, the group corresponding to associativity plus
commutativity is Thompson’s group V [59].

3.2. The blueprint of a term. The core of the argument for proving Propo-
sition 3.1 is the following observation: Lemma 1.28 tells us that, for every term t
in T1, the relation x[k+1] =LD t ∗ x[k] holds for k sufficiently large. By construction,
this means that some element f of the monoid GLD—depending on t and, a priori,
on k—maps x[k+1] to t ∗ x[k], i.e., in some sense, constructs the term t from the
universal term x[k+1]. Moreover, the inductive proof of Lemma 1.28 gives us an
explicit definition of such an element f . Indeed, assume that t is t1 ∗ t2, that f1

maps x[k+1] to t1 ∗x[k], and that f2 maps x[k] to t2 ∗x[k−1]. For g in GLD, let sh1(g)
denote the shifted version of g consisting of applying g to the right subterm of its
argument. Then we read on the sequence

x[k+1] f1−→ t1 ∗ x[k] sh1(f2)−−−−→ t1 ∗ (t2 ∗ x[k−1])
LD∅−−→ (t1 ∗ t2) ∗ (t1 ∗ x[k−1])

sh1(f
−1
1 )

−−−−→ t ∗ x[k]

that the operator
f1 · sh1(f2) · LD∅ · sh1(f−1

1 )
maps x[k+1] to t ∗ x[k]. In this way, we obtain
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Lemma 3.8. For t in T1, define χt in GLD inductively by χx = id and

χt1∗t2 = χt1 · sh1(χt2) · LD∅ · sh1(χ−1
t1 ).(3.1)

Then, for every t, and for k sufficiently large, the operator χt maps x[k+1] to t∗x[k].

According to our strategy, we introduce the counterpart [[t]] of the operator χt

in GLD: [[t]] should be seen as a sort of copy of t inside GLD. We denote by sh1

(resp. sh0) the left shift endomorphism of GLD that maps τα to τ1α (resp. τ0α) for
every α. We recall that T1 is the set of all terms constructed using the letter x.

Definition 3.9. For t in T1, the blueprint of t is the element [[t]] of GLD induc-
tively defined by [[x]] = 1 and

[[t1 ∗ t2]] = [[t1]] · sh1([[t2]]) · τ∅ · sh1([[t1]]−1).(3.2)

We recall that our aim is to prove that the relations =LD and #LD exclude each
other in T1. To see that, we translate them to GLD using [[t]] as a counterpart to t.

Lemma 3.10. (i) If t =LD t′ is satisfied, then [[t]]−1 · [[t′]] lies in the subgroup
of GLD generated by the elements τ0α.
(ii) If t #LD t′ is satisfied, then [[t]]−1 · [[t′]] admits an expression where τ∅ occurs,
but τ−1

∅ does not.

Proof (sketch). (i) First, observe that the statement is natural. Indeed, we
know that, if t =LD t′ holds, then some element f of GLD maps t to t′, and, therefore,
sh0(f) maps t ∗ x[k] to t′ ∗ x[k]. Now, by construction, the operator χ−1

t · χt′ also
maps t ∗x[k] to t′ ∗x[k]. This means that the operator χ−1

t ·χt′ coincides with some
operator sh0(f) on at least one term, which, by substitution arguments, implies
that it does on every term where defined. If our axiomatization is correct, it should
therefore be true that the element [[t]]−1 · [[t′]] of GLD coincides with some element of
the form sh0(a), i.e., belongs to the subgroup sh0(GLD) of GLD. The point is that,
if the latter statement is true, it must be provable by a direct verification. This is
exactly what happens: for instance, the verification corresponding to f = LD∅ is
the relation

[[(t1 ∗ t2) ∗ (t1 ∗ t3)]] = [[t1 ∗ (t2 ∗ t3)]] · τ∅,

which follows from the definition of the blueprint and the defining relations of GLD.
(ii) By (i), it is sufficient to prove the relation for t # t′, and even for t′ = t ∗ t0,

as an induction then gives the result. Now, the definition gives

[[t]]−1 · [[t′]] = sh1([[t0]]) · τ∅ · sh1([[t]]−1),

which has the desired form: τ∅ occurs, but τ−1
∅ does not.

Remark 3.11. The braid group B∞ is a quotient of the group GLD: indeed,
mapping τ1n to σn−1 and collapsing all generators τα such that the address α con-
tains at least one 0 defines a surjective homomorphism, as can be seen by comparing
the relations of Lemma 3.5 with the braid relations. The existence of this homomor-
phism is the core of the connection between braids and left self-distributivity. The
reader may observe that, when one projects the formula (3.2), itself a mere trans-
lation of the easy proof of Lemma 1.28, to B∞, one obtains the braid operation ∗:
this is the way the latter naturally appears.
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3.3. A preordering on GLD. It therefore remains to separate the elements
of GLD according to whether they can be expressed with or without τ∅ and τ−1

∅ . To
this end, we use an order argument in GLD relying on a study of where left subterms
are mapped.

By definition, a term t′ in T∞ is an LD-expansion of another term t if some
element of G+

LD maps t to t′. In this framework, Lemma 1.27 can be rephrased
as the result that every element in GLD can be expressed as a fraction fg−1 with
f , g in G+

LD. The proof uses the relations of Lemma 3.5 only, so it applies to the
group GLD:

Lemma 3.12. Every element of the group GLD can be expressed as ab−1 with
a, b in G+

LD.

Then, Lemma 1.29 tells us that, if t′ is an LD-expansion of t, then, for every k
such that t has a kth iterated left subterm, there exists k′ such that the k′th iterated
left subterm of t′ is an LD-expansion of the kth iterated left subterm of t. It is easy
to see that the index k′ only depends on k and on the element f of G+

LD that describes
the passage from t to t′. More precisely, there exist two maps δ : N × G+

LD → N
and π : G+

LD × N → G+
LD such that, for every f in G+

LD, every term t, and every k
sufficiently small, we have

leftδ(k,f)(t • f) = leftk(t) • π(f, k).(3.3)

This once again can be proved using the relations of Lemma 3.5 exclusively, so we
can obtain a counterpart in G+

LD (once again, if the property is true—and it is!—its
proof is a simple verification):

Lemma 3.13. There exists two maps d : N×G+
LD → N and p : G+

LD × N → G+
LD

such that, for every a in G+
LD, every term t, and every k sufficiently small, we have

leftd(k,a)(t • a) = leftk(t) • p(a, k).(3.4)

We are ready to conclude the argument.

Proof of Proposition 3.1 (sketch). Our aim is to prove that the free LD-
system on one generator is orderable. By Lemma 3.3, this amounts to proving that
the relations =LD and #LD are disjoint on T1. Now, by Lemma 3.10, this amounts
to proving that an element of the group GLD cannot simultaneously belong to the
subgroup generated by the elements τ0α, and admit an expression where τ∅ occurs,
but τ−1

∅ does not. So the problem is to separate the considered subsets of GLD.
Now, let us introduce two subsets of GLD as follows: We say that an element c

of GLD belongs to P< (resp. P=) if there exists a decomposition c = ab−1 with a, b
in G+

LD satisfying

d(1, b) < d(1, a) (resp. =).(3.5)

It is not hard to prove that the sets P< and P= are disjoint and that they are closed
under product. The point is to prove that, if an element c of GLD decomposes into
c = ab−1 = a′b′−1 with a, b, a′, b′ in G+

LD and we have, say, d(1, b) < d(1, a), then
we necessarily have d(1, b′) < d(1, a′). Now, under the above hypotheses, we have
ag = a′g′ and bg = b′g′ for some g, g′ in G+

LD, which implies d(1, ag) = d(1, a′g′),
i.e.,

d(d(1, a), g) = d(d(1, a′), g′),
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and, similarly,

d(d(1, b), g) = d(d(1, b′), g′).

As the mappings d(·, g) and d(·, g′) are increasing—this is the point, and it is
natural as its geometric counterpart for the map δ is obvious—it is clear that
d(1, b) < d(1, a) is equivalent to d(1, b′) < d(1, a′).

Then, one can easily show that P= is closed under inverse, and prove the inclu-
sions P= · P< ⊆ P< , and P< · P= ⊆ P<—thus the relation c−1c′ ∈ P< ∪ P= defines a
preordering on GLD,i.e., a reflexive and transitive relation, that is compatible with
multiplication on the left, and P= is the associated equivalence relation. Let us
consider the generators τα. First, we decompose τ∅ as the fraction with trivial
denominator τ∅ = τ∅ · 1−1, and find

d(1, 1) = 1 < d(1, τ∅) = 2,

hence τ∅ belongs to P< . On the other hand, we have for each α

d(1, 1) = 1 = d(1, τ0α) = d(1, τ1α),

hence τ0α and τ1α belong to P= . Now, if c belongs to the subgroup sh0(GLD) of GLD,
then, by the above computation, c belongs to P= . On the other hand, if c admits
an expression where τ∅ occurs but τ−1

∅ does not, c belongs to P< . We conclude
that the two cases exclude each other.

This completes the proof of Proposition 3.1, i.e., the proof that the free mono-
generated LD-system is orderable—and, therefore, this also completes a proof of
Property A.

4. Normal forms in free LD-systems

Here we sketch the argument developed by Richard Laver in [136] to prove
Property S by using left self-distributivity.

The problem is as follows. We have to prove that, for each braid β and each i,
the inequality β < σiβ is satisfied. To this end, owing to Proposition 2.19, we
could use a convenient ordered LD-system, and prove x • β <Lex x • σiβ for some
sequence x. We could for instance try to use the ordered LD-systems (B∞, ∗, <)
and (Bsp, ∗, <), which are eligible. The problem is that, if S is any of these ordered
LD-systems, the action of Bn on Sn is not order preserving: For instance, we have
(1, σ1) <Lex (σ1, 1), but

(1, σ1) • σ1 = (σ2σ1, 1) >Lex (σ1, 1) • σ1 = (σ2
1σ−1

2 , σ1),

as σ2σ1 > σ2
1σ−1

2 is true since the braid σ−1
1 σ−1

2 σ2
1σ−1

2 admits the σ1-negative ex-
pression σ2

2σ−1
1 σ−2

2 . So, when using the ordered LD-system (B∞, ∗, <), we certainly
have x <Lex x • σi for every x, but it is not clear how to deduce x • β <Lex x • σiβ in
general.

The solution proposed by Laver consists in working with the free LD-system on
countably many generators to have more space, and to use a partial action of Bn

on some proper subset D of (some superset of) that free LD-system, one whose
elements are sparse enough to obtain an order-preserving action.
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4.1. LD-monoids. Actually, the argument requires using a still larger struc-
ture, namely a free LD-monoid with countably many generators.

Definition 4.1. An LD-monoid is defined to be a monoid (M, ·, 1) equipped
with a second binary operation ∗ so that the following mixed laws are satisfied:

x · y = (x ∗ y) · x,(4.1)
(x · y) ∗ z = x ∗ (y ∗ z),(4.2)

x ∗ (y · z) = (x ∗ y) · (x ∗ z),(4.3)
1 ∗ x = x, x ∗ 1 = 1.(4.4)

Observe that every LD-monoid is an LD-system, as the second operation ∗
must be left self-distributive:

x ∗ (y ∗ z) = (x · y) ∗ z = ((x ∗ y) · x) ∗ z = (x ∗ y) ∗ (x ∗ z).

LD-monoids occur naturally in the study of LD-systems [43, 132]. Many examples
of LD-systems are in fact LD-monoids: for instance, if G is a group, G equipped
with its group multiplication and with conjugation is an LD-monoid. Moreover,
there exists an easy uniform way for embedding a given LD-system S into an LD-
monoid Ŝ built from the free monoid generated by S—a construction closely con-
nected to that used in [78, 142] to study the set-theoretical Yang–Baxter equation.
In particular, the completion of the free LD-system of rank n is a free LD-monoid
of rank n. In the sequel, for 1 " n " ∞, we denote by F LD

n the free LD-system of
rank n, and by F LDM

n the free LD-monoid of rank n. Such structures are eligible
for our approach, as we have

Proposition 4.2. For every n, 1 " n " ∞, the free LD-monoid F LDM

n is a
left cancellative LD-system. There exists a unique ordering ≺ on F LDM

n such that
x ≺ x ∗ y and x # x · y always hold and we have x1 / x2 / ... / xn.

4.2. Decreasing division form. The problem with the action on say F LD

1 is
that we lack space for separating the elements: typically, Lemma 1.28 shows that
any two elements of F LD

1 become equal when multiplied on the right by some suffi-
ciently large power of the generator. To avoid such phenomena, which discard the
possibility of an order-preserving braid action, we consider a convenient subset D
of F LDM

∞ .
The construction of D is rather delicate, and it appeals to the normal form

results established in [133, 134]. The elements of F LDM

∞ can be represented as
equivalence classes of terms constructed using an infinite series of letters x1, x2,
... and two binary operators ∗ and ·, with respect to the congruence =LDM corre-
sponding to Identities (4.1)–(4.4) together with the usual laws of a monoid, i.e.,
associativity and neutral element. Defining a normal form means selecting in each
equivalence class of =LDM a distinguished term. We use 'LD for the union of #LD

and =LD.

Definition 4.3. We say that the term t is in division normal form, or, for
short, is normal, if it has the form

((...((xi ∗ t1) ∗ t2)...) ∗ tn−1)9 tn,(4.5)

where 9 is either ∗ or ·, t1, ... , tn are normal, and we have

tk+2 'LD (...((xi ∗ t1) ∗ t2)...) ∗ tk
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for k " n− 2, and, if 9 is ·, tn #LD (...((xi ∗ t1) ∗ t2)...) ∗ tn−2.

Normal terms make distinguished representatives for all =LDM -classes:

Proposition 4.4. Every element of F LDM

∞ is represented by a unique normal
term; moreover, we have x ≺ y with respect to the ordering of Proposition 4.2 if
and only if the normal term representing x precedes the normal term representing y
in the lexicographical extension <Lex of the ordering x1 > x2 > ...

Let us now introduce a subset of F LDM

∞ .

Definition 4.5. We say that a normal term t is decreasing if, for each subterm
t1∗t2 or t1 ·t2 of t, we have t2 <Lex t1. We denote by D the subset of F LDM

∞ consisting
of those elements whose normal form is decreasing.

It is easy to see that D is a proper subset of F LDM

∞ : for instance, the element
x2 ∗ x1 does not belong to D, as its normal form is the non-decreasing normal
term x2 ∗ x1.

The main result is then the existence of an action of B∞ on D—not on DN:
the action is not that of Section 1, and it should rather be thought of as an analog
of the action of B∞ on a free group considered in Chapter IX.

Proposition 4.6. (i) The formulas

xi−1 • σi = xi−1 ∗ xi, xi • σi = xi−1, xj • σi = xj for j 0= i− 1, i(4.6)

induce a well-defined and faithful partial action of B∞ on D in the following sense:
for any two distinct braids β, β′ in B∞, there exists at least one element x of D
such that x • β′ and x • β′ are defined and distinct.

(ii) Moreover, for every x in D, we have x # x • σi, and, for all x, y in D, the
relation x ≺ y is equivalent to x •σi ≺ y •σi, whenever these expressions are defined.

We skip the proof, which is an intricate induction on normal terms—the argu-
ment for the existence of at least one element x in D such that x • β and x • β′ are
defined is the same as the one of Section 2.2 for the partial action on the powers of
an LD-system. It is then easy to conclude.

Proposition 4.7 (Property S). Every braid of the form β−1σiβ is σ-positive.

Proof (sketch). By definition of the action of B∞ on D, if β, β′ belong to
the image of shi, i.e., can be represented without using σ1, ... , σi, then x•β ≺ x•σiβ

′

is true—whenever the terms are defined—and one can deduce that any inequality
β < β′ in B∞ implies x • β′ ≺ x • β′ in D when the terms are defined.

Now, let β be an arbitrary braid. By Proposition 4.6(i), there exists x in D
such that x•β and x•σiβ are defined and distinct. By Proposition 4.6(ii), we obtain
x # x • σi, and then, inductively, x • β # x • σiβ, hence x • β ≺ x • σiβ as we assumed
x • β 0= x • σiβ. Two cases are possible a priori, namely β < σiβ and β > σiβ. By
the remark above, the latter would imply x • σiβ ≺ x • β, so it is impossible. Hence
we have β < σiβ, i.e., the braid β−1σiβ is σ-positive.

5. Appendix: Iterations of elementary embeddings in set theory

It might be of interest to mention the connection between the results described
in this chapter and some questions in set theory, centered around Proposition 3.1.

Contrary to algebraic systems containing an operation that is self-distributive
both on the left and on the right, which had been studied in the 1960’s and 70’s
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by Belousov in Kichinev, and Jaroslav Ježek, Tomáš Kepka, Petr Nemeč and al.
in Prague, LD-systems, in particular free LD-systems, had received rather little
attention until the beginning of the 1980’s. Then set theory provided a new, puz-
zling example involving the iterations of an elementary embedding of a self-similar
rank. An elementary embedding is a sort of strong homomorphism—see for instance
[118]—and a rank is a set with the special property that every mapping of R to R
can be seen as an element of R. It follows that, if i, j are two mappings of a rank
into itself, then i may be applied to j—as j is an element of R. Playing with this
situation, it is easy to see that this application operation, denoted ∗ in the sequel,
satisfies the left self-distributivity law, i.e., the set I of all elementary embeddings
of a rank R into itself equipped with this operation ∗ is an LD-system. Early re-
sults, in particular in [132, 44], showed that the LD-system (I, ∗) has complicated
and presumably deep properties, motivating further investigations. In 1989, the
following results were proved independently:

Proposition 5.1. [45] Assume that Proposition 3.1 is true, i.e., there exists
an orderable LD-system. Then the word problem of the LD-law is solvable, i.e.,
there exists an algorithm to decide for arbitrary terms t, t′ whether t =LD t′ holds.

The result is based on Proposition 1.22: starting with two terms t, t′, we can
enumerate all terms LD-equivalent to t and t′; after finitely many steps, we shall
obtain a proof of t =LD t′, t #LD t′, or t′ #LD t; if Proposition 3.1 is true, we can
conclude in the last two cases that t =LD t′ is false.

Proposition 5.2. [133] Every monogenerated subsystem of the set theoretical
LD-system (I, ∗) is orderable—if it exists.

The conjunction of the above two results seems to give a proof of the decidability
of the word problem for the LD-law, but it does not. Indeed, the existence of the
system (I, ∗) is an unprovable statement, one whose logical status is to remain open:
the construction of (I, ∗) requires starting with a very large rank, called self-similar,
and, like the existence of an inaccessible cardinal or of a measurable cardinal, the
existence of a self-similar rank cannot be deduced from the usual axioms of set
theory—and it cannot even be proved to be non-contradictory. Thus, the only
consequence one could deduce from Propositions 5.1 and 5.2 was:

Corollary 5.3. If there exists a self-similar rank, then the word problem for
the LD-law is decidable.

This was a quite paradoxical situation, as the existence of a connection between
a syntactic, finitistic question such as the word problem of an algebraic law and huge
objects of set theory appears as unlikely—though not a priori impossible. Between
1989 and 1992, two possible conclusions were possible: either Proposition 3.1 is
inevitably connected with some strong logical axiom—as are certain combinatorial
properties of the integers studied by Harvey Friedman in his reverse mathematics
program [88, 89]—or there exists a new, direct proof of Proposition 3.1 that does
not require using any weird logical assumption. The latter happened: by studying
free LD-systems along the lines described in Sections 1 to 3—which entirely take
place in an ordinary mathematical framework—one could build the desired proof
of Proposition 3.1, with the additional benefit of introducing braids in the picture
and deducing unexpected braid orderability results.

It is not clear that proving Proposition 3.1 would have been considered an
interesting challenge if set theory had not given some strong hint that this property
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should be true. So all further developments about braid orderings can be seen as
applications of set theory. However, it should be stressed that these are applications
of a particular type, as they precisely appeared in the process of removing set theory
from some earlier results. We can compare the role of set theory here with the role
of physics when it gives evidence for some formulas that remain then to be proved
rigorously: in some sense, adding an unprovable logical statement is not so far from,
say, liberally using diverging series or infinite integrals.

Let us mention that Laver investigated in [135] some finite quotients of the set-
theoretical LD-system (I, ∗). Under the hypothesis that a self-similar rank exists, he
deduces several combinatorial properties of these finite LD-systems. The puzzling
point is that, contrary to the case of Proposition 3.1, no alternative proof avoiding
set theoretical hypotheses has been found so far, nor has it either been proved that
these hypotheses are inevitable, despite strong attempts by Randall Dougherty [68],
Thomas Jech [69], and Aleš Drápal [70]—see Chapter XIII of [53].
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CHAPTER V

Handle Reduction

Handle reduction is a combinatorial method—with a natural geometrical cont-
ent—that gives a proof of Property C, provided Property A is known. It was
developed in [50]. The main interest of the method is that it does not only give a
proof that every non-trivial braid word admits a representative that is σ-positive or
σ-negative, but it also gives an algorithm for finding such a representative, i.e., for
transforming an arbitrary braid word into an equivalent σ-positive or σ-negative
braid word, and, therefore, for comparing braids with respect to the σ-ordering.
Moreover, this algorithm turns out to be extremely efficient in pratice, yet no
theoretical confirmation of that efficiency has been found so far.

The techniques in this chapter mainly belong to combinatorial group theory,
and, in particular, the Cayley graph of the braid group plays a central role.

The chapter is organized as follows. In Section 1, we describe handle reduction,
state the main convergence result, and briefly discuss practical implementations of
the method. In Section 2, we prove the convergence of handle reduction. Finally, in
Section 3, we study the specific case of 3-strand braids, and mention a few variants
of handle reduction.

1. Description of handle reduction

To decide whether a word w represents 1 in a free group, it suffices to freely
reduce it, i.e., to iteratively delete all subwords of the form xx−1 and x−1x; then w
represents 1 if and only if the final word is empty. In the case of a non-free group,
this result is no longer true: for instance, the word σ1σ2σ1σ

−1
2 σ−1

1 σ−1
2 represents 1

in the braid group Bn, yet it contains no subword σiσ
−1
i or σ−1

i σi.
Handle reduction is a generalization of free reduction, which it extends properly:

as in the case of a free group, the result will be that a braid word represents 1 in
the braid group if and only if it reduces to the empty word.

The principle of handle reduction is simple—even naive—and it directly stems
from Property C. If a nonempty braid word w is neither σ-positive nor σ-negative,
then, by definition, the letter σi with minimal index appears both positively and
negatively in w, so, necessarily, w contains a subword of the form σivσ−1

i or σ−1
i vσi

where all letters in v are letters σ±1
k with k > i. Such subword will be called a

handle, and the basic observation is that there exists a natural way to transform
such a handle into an equivalent braid word in which the first and the last letters σ±1

i
have been deleted: this operation is called handle reduction. The idea is then to
iterate handle reduction until no more handle is left.

1.1. Handles. We recall that sh denotes the word homomorphism that maps
every letter σ±1

i to σ±1
i+1—as well as the induced endomorphism of B∞.

79



80 V. HANDLE REDUCTION

Definition 1.1. We say that a braid word is a σi-handle if it has the form
σe

i vσ−e
i where e is ±1 and all letters in v are of the form σ±1

k with k > i.

...
...

Figure 1. A σi-handle, here a σ2-handle: the dotted strand is the han-
dle, and the grey box is the suitcase; we draw the diagram as unbounded,
because we prefer to think of B∞ rather than of any specified Bn.

Thus, every braid word that is neither σ-positive nor σ-negative must contain
a σi-handle for some i. The name refers to the handle formed by the (i+1)st strand
in the associated braid diagram, as shown in Figure 1.

Now, the scheme of Figure 2 shows that every handle can be transformed
into an equivalent braid word so that the initial and the final crossings have been
eliminated. The principle is to call such a transformation the reduction of the
handle, and to iterate it until no handle is left: if the process converges, the final
word contains no handle, so it is either σ-positive, or σ-negative, or empty.

...
...

...
...

...
...

...
...

,

Figure 2. Reduction of a σ1-handle: we push the strand involved in the
handle up, so that it skirts above the next crossings—in the case of a handle
σi...σ

−1
i —or below them—in the case of a handle σ−1

i ...σi.

This naive approach does not work readily: when applied to w = σ1σ2σ3σ
−1
2 σ−1

1 ,
reducing the σ1-handle leads in one step to w′ = σ−1

2 wσ2: the initial handle reap-
peared, and iterating the process leads to nothing but longer and longer words.
Now, the handle in w′ is not the original handle of w, but it comes from the σ2-
handle σ2σ3σ

−1
2 of w. If we reduce this σ2-handle into σ−1

3 σ2σ3 before reducing the
σ1-handle of w, i.e., if we first go from w to w′′ = σ1σ

−1
3 σ2σ3σ

−1
1 , then applying

handle reduction yields σ−1
3 σ−1

2 σ1σ2σ3, a σ-positive word equivalent to w. We shall
see in the sequel that the previous obstruction, namely the existence of nested han-
dles, is the only possible problem: provided we reduce nested handles first, handle
reduction always comes to an end in a finite number of steps.

Definition 1.2. A handle σe
i vσ−e

i is said to be permitted if the word v includes
no σi+1-handle, i.e., if all letters σ±1

i+1 occurring in v, if any, have the same sign.
If w is a permitted handle, say w = σe

i vσ−e
i , we define the reduct of w to be the

word obtained form v by replacing each letter σ±1
i+1 with σ−e

i+1σ
±1
i σe

i+1. Finally, we
say that w′ is obtained from w by handle reduction—or, simply, the w is reducible
to w′—if w′ is obtained by replacing a subword of w that is a permitted handle
with its reduct.
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The general form of a σi-handle is

σe
i v0 σd1

i+1 v1 σd2
i+1 ... σdk

i+1 vk σ−e
i

with dj = ±1 and vj ∈ shi+1(B∞). Saying that this handle is permitted amounts
to saying that all exponents dj have a common value d. Then, reducing the handle
means replacing it with

v0 σ−e
i+1σ

d
i σe

i+1 v1 σ−e
i+1σ

d
i σe

i+1 ... σ−e
i+1σ

d
i σe

i+1 vk :

we remove the initial and final σ±1
i , and replace each σd

i+1 with σ−e
i+1σ

d
i σe

i+1. In the
particular case of a handle σe

i σ
−e
i , which is always permitted, reducing the handle

just means deleting it: handle reduction extends free reduction.

Example 1.3. Let us start with w = σ1σ2σ3σ2σ
−1
1 σ−1

2 σ−1
1 σ−1

2 σ−1
3 σ−1

2 σ−1
1 . It

will be convenient to use a for σ1, b for σ2, etc., and A for σ−1
1 , B for σ2, etc. Choosing

to reduce at each step the current leftmost handle—in the sense of Definition 1.9
below—and underlying it, we successively obtain (in columns):

abcbABABCBA BabcBBCBA BaCCbBA
BabcBabBABCBA BaCbcBCBA BaCCA
BabcBaABCBA BaCCbcCBA BCC.

The final word contains no handle, it is σ2-negative, and handle reduction has been
successful in this case. We may observe on this simple example that the length of
the braid words may increase when handle reduction is performed, and that neither
the position of the first letter nor that of the last letter in the leftmost handle—the
underlined subword in each word above—keeps increase or decrease: at first, handle
reduction appears as a chaotic process.

The following result are clear from the definition:

Lemma 1.4. (i) Handle reduction transforms a word into an equivalent word;
(ii) If a nonempty braid word w is terminal w.r.t. handle reduction, i.e., if w con-
tains no handle, then w is σ-positive or σ-negative.

1.2. The main result. The main result is that handle reduction converges.

Proposition 1.5. Assume that w is an n-strand braid word of length %. Then
every sequence of handle reductions from w converges in at most 2n4" steps.

Corollary 1.6 (Property C). Every n-strand braid word is equivalent to some
n-strand braid word that is σ-positive, σ-negative, or empty.

Indeed, Propostion 1.5 says that every n-strand braid word w is equivalent to
some braid word w′ that contains no handle: by definition, such a braid word w′ is
either empty, or σ-positive, or σ-negative.

Observe that handle reduction gives a solution both for the word problem of B∞
and for the decision problem of the linear ordering on B∞.

Proposition 1.7. Let w be a braid word, and β be the braid represented by w.
(i) We have β = 1 in B∞ if and only if w is reducible to the empty word;
(ii) We have β > 1 in B∞ if w is reducible to some σ-positive braid word.

Proof. The only problem is that a given braid word may contain several
handles, and reduction need not be confluent in general, i.e., various sequences of
reductions from a given word may lead to distinct final words. However, Property A
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tells us that the cases in Proposition 1.7 do not depend on the considered sequence
of reductions: all words obtained by reduction from w are pairwise equivalent, and
Property A asserts that no equivalence class may contain the empty word and a
σ-positive word at the same time.

We deduce the third equivalent definition of the braid ordering mentioned in
Introduction:

Corollary 1.8. For all braids β, β′, the relation β < β′ is true if and only if
any sequence of handle reductions from any word representing β−1β′ ends up with
a σ-positive word.

1.3. Left handle reduction. As it stands, handle reduction is not an algo-
rithm: a given braid word may contain several handles, and, in order to obtain a
deterministic method, we have to fix a strategy that chooses which handle is to be
reduced first. Several choices are natural, and we shall briefly discuss them here.

There are at least two reasons for doing that. Firstly, for simplicity, we shall
concentrate in Section 2 on the convergence of a particular reduction strategy, and
we need to define it first. Secondly, handle reduction turns out to be in practice the
most efficient solution to the braid word problem known so far—although no proven
complexity upper bound explains it—so the question of finding efficient implemen-
tations is of concrete interest, in particular in view of the possible cryptographical
implementations mentioned in Section 2.2 of Chapter III.

The most simple reduction strategy consists in systematically considering left-
most handle, leading to an algorithm that can be called left handle reduction.

In the sequel, a braid word w of length % is viewed as a length % sequence of
letters. For 1 " p " q " %, the word obtained from w by deleting all letters before
position p and after position q is called the (p, q)-subword of w. A prefix of w is a
(1, q)-subword of w, i.e., a subword that starts at the first letter of w.

Definition 1.9. We say that v is the leftmost handle in a braid word w if v
is a handle, there exist p, q such that v is the (p, q)-subword of w, and there exist
no p′, q′ with q′ < q such that the (p′, q′)-subword of w is a handle.

Then the leftmost handle is always eligible for reduction:

Lemma 1.10. Assume that w is a braid word containing at least one handle.
Then the leftmost handle in w is permitted.

Proof. Let q be the smallest integer such that the length q prefix w′ of w
contains a handle. By hypothesis, there exists p such that the (p, q)-subword of w
is a handle, say σe

i vσ−e
i , and, by construction, this handle is the leftmost handle

in w. We claim that it is permitted. Indeed, the contrary would mean that there
exist p′, q′ < q such that the (p′, q′)-subword of w is a σi−1-handle, which implies
that the length q′ prefix of w contains a handle and contradicts the choice of q.

In this way, we obtain a simple deterministic braid transformation.

Definition 1.11. For w a braid word containing at least one handle, we define
red(w) to be the braid word obtained from w by reducing the leftmost handle in w;
we say that red(w) is obtained by left handle reduction from w.

Thus, left handle reduction consists in iterating the transformation red until
a word that contains no handle is obtained. This algorithm, which was used in
Example 1.3, is the one we shall investigate in Section 2 below.
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1.4. Better reduction strategies. Other algorithmic implementations of
handle reductions are possible. We briefly mention four variations that result in
significantly improving the practical efficiency of the method.

Firstly, it is advisable to systematically perform all possible free reductions
rather than waiting that the handles σe

i σ
−e
i become the leftmost handle of the

current word.
Secondly, instead of reducing all handles, one can reduce only the unavoidable

handles, namely the σ1-handles together with the nested subhandles. In this way,
instead of ending with a word that contains no more handle, we end with a word
that is σ-positive, σ-negative, or empty, but, for instance, if the word is σ1-positive,
it may still contain σ2-handles: this of course is not a problem if we wish only to
compare the braid represented by that word with 1.

Thirdly, reduction steps may be grouped. As is clear in Figure 2, reducing a
σ1-handle may result in creating one or more σ2-handles: this happens whenever
there is more than one letter σ2 in the σ1-handle that is reduced. It is not hard to
predict what the result of reducing these new σ2-handles, and, inductively, to define
a sort of compound reduction that directly reduces all successive handles that may
appear in this way.

Finally, the most efficient versions are obtained by using, in addition to the
previous ingredients, the classical divide-and-conquer strategy: in order to re-
duce a word w, we decompose w into w1w2 where the length of w1 and w2 are
approximately equal, we reduce w1 and w2 separately—using the same method
iteratively—and, having found reduced words w′

1, w
′
2 equivalent to w1 and w2, we

finally reduce w′
1w

′
2. If w′

1 and w′
2 happen to be both σ-positive, or σ-negative,

thus with probability 1/2, the last step vanishes.
With the above improvements, handle reduction turns out to be very efficient.

Table 1 compares the overall computation times needed to reduce random words
and to compute their greedy normal form—see Chapter VI and [77, Chapter 9].
Handle reduction is always more efficient: the average time for reducing a braid
word of length 4,000 is always below one second, and reduction is 10 times faster
than greedy normal form in the case of 4 or 16-strands, and much more when the
number of strands increases. Table 2 provides additional information, namely the
length of the final braid words obtained in the handle reduction algorithm.

4 strands 16 strands 64 strands

64 crossings 0.20 vs. 5.36 0.03 vs. 8.65 0.016 vs. 23.1

256 crossings 2.71 vs. 77.4 0.45 vs. 105 0.14 vs. 194

1, 024 crossings 54.5 vs. 1,526 10.2 vs. 1,378 1.56 vs. 1,899

4, 096 crossings 1,560 vs. 29,900 1,635 vs. 21,990 33 vs. 23,640

Table 1. Handle reduction vs. normal form: comparison of average CPU
times in millisec. on an AMD Duron processor at 750 MHz; samples of
1, 000 random braid words; C++ implementation by Hervé Sibert. In the
case of handle reduction, the divide-and-conquer trick is applied until the
length reaches 4 times the braid index.



84 V. HANDLE REDUCTION

These data suggest that the exponential upper bound following from Propo-
sition 1.5 is very far from optimal—and they immediately lead to the conjectures
stated in Section 2.2 of Chapter XVI, namely that the there exists a quadratic
upper bound on the number of reduction steps, and a linear upper bound on the
length of all words obtained in the process.

4 strands 16 strands 64 strands

64 crossings 73 (134) 62.6 (90) 63.6 (70)

256 crossings 308 (448) 258 (366) 254 (282)

1, 024 crossings 1,257 (1,566) 1,126 (2,422) 1,023 (1,122)

4, 096 crossings 5,034 (5,614) 5,745 (14,682) 4,169 (5,302)

Table 2. Length of the final word obtained in handle reduction: average
case, and (bracketed) worst case; samples of 1, 000 random braid words.

2. Convergence of handle reduction

The aim of this section is to prove the convergence of handle reduction. This
is a non-trivial task, as no very simple proof has been found so far. The problem
is that handle reduction may increase the length of the braid word it is applied
to, and, contrary to the case of free reduction, it is not clear that some parameter
monotonically decreases when the reduction is applied. Although handle reduction
is defined as a syntactic transformation, the arguments used below to prove its
convergence are deeply geometric in nature—in particular, they make an essential
use of the specific properties of braids.

2.1. Convergence of left handle reduction. In order to keep the argument
as simple as possible but, on the other hand, to make it rigorous—which may be
a good idea as handle reduction arguably provides the most satisfactory proof
of Property C—we shall complete the proof in the case of left handle reduction
only; also, we shall forget the complexity issues and concentrate on the qualitative
viewpoint. So, the result we will prove is

Proposition 2.1. For each braid word w, there exists an integer m such that
the word redm(w) contains no handle.

In other words, left handle reduction, as introduced in Definition 1.11, always
converges. Since w and redm(w) are equivalent, and a braid word that contains
no handle is either empty, or σ-positive, or σ-negative, Proposition 2.1 implies
Corollary 1.6 and its applications.

The proof of Proposition 2.1 consists of two steps. The first one is a bound-
edness result that relies on Garside’s theory of positive braids, the second one is a
monotonicity result that relies on Property A, which is taken here as an hypothesis.

2.2. A boundedness result. Our first task for proving convergence will be
to show that all words obtained from a word w using handle reduction remain
locked in some finite region of the Cayley graph of B∞ depending on w only. We
recall that, if v is a braid word, then v denotes the braid represented by v.
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Definition 2.2. Assume X ⊆ B∞, and β∗ ∈ X. We say that a braid word w
is drawn from β∗ in X if, for each prefix v of w, the braid β∗v belongs to X.

The Cayley graph of the group B∞ relatively to the Artin generators σi is the
labeled oriented graph whose vertices are the elements of B∞ and there is a σi-
labeled edge from the vertex β to the vertex β′ if and only if the equality β′ = βσi

holds in B∞. Braid words correspond to paths in the Cayley graph, and saying
that w is drawn from β∗ in X means that the path starting from the vertex β∗
and labeled by w only visits vertices that lie in X. Observe that, even if X is
finite, arbitrary long words may be drawn in X: for instance, for every k, the word
(σ1σ

−1
1 )k is drawn from 1 in {1, σ1}.
In the sequel, we shall consider braid words that are drawn in particular sets

consisting of all left divisors of some positive braid, typically a power of Garside’s
fundamental braid ∆n.

We recall from Chapter I that, if β, β′ are braids, we say that β′ is a left divisor
of β, denoted β # β′, if β = β′γ holds for some braid γ belonging to B+

∞.

Definition 2.3. For β in B+
∞, we denote by Div(β) the family of all left divi-

sors of β in B+
∞, i.e., the set of all braids β′ satisfying 1 # β′ # β.

By Proposition I.4.8, we know that, for each positive braid β, the set Div(b)
equipped with # is a lattive. The aim of this section is to prove the following result:

Proposition 2.4 (Figure 3). For each n-strand braid word w, there exist two
positive braids β∗, β such that w, as well as every word obtained from w by handle
reduction, is drawn from β∗ in Div(β).

1 β

β∗

Div(β)

w
w′

Figure 3. Proposition 2.4 is a boundedness result: it does not say that
the lengths of the words w′ obtained from w by handle reduction admit a
finite upper bound, but, at the least, it says that these words cannot diverge
too far from the initial word and must remain in the finite fragment of the
Cayley graph consisting of the braids that lie between 1 and β in the sense
of divibility.

Proposition 2.4 follows from two results. The first one is easy.

Lemma 2.5. For each n-strand braid word w, there exist positive braids β∗
and β such that w is drawn from β∗ in Div(β).

Proof. Assume that w has length % and, for 0 " r " %, let vr be the length r
prefix of w. The properties of ∆n imply that, for each r, there exists dr ! 0 such
that the braid ∆dr

n vr is positive, and that there exists er ! 0 such that ∆dr
n vr is a

left divisor of ∆dr+er
n , i.e., we have 1 # ∆dr

n vr # ∆dr+er
n . Now, let β∗ = ∆d

n with
d = max{d0, ... , d"}, and β = ∆d+e

n with e = max{e0, ... , e"}. Then, for each r, we
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find 1 # β∗vr # β. Owing to Definitions 2.2 and 2.3, this means that w is drawn
from β∗ in Div(β).

The second result is a closure lemma.

Lemma 2.6. Assume that w is drawn from β∗ in Div(β), and w′ is obtained
from w by handle reduction. Then w′ too is drawn from β∗ in Div(β).

2.3. Special transformations. The proof of Lemma 2.6 consists in decom-
posing handle reduction into more elementary transformations and showing that the
words drawn from β∗ in Div(β) are closed under these elementary transformations.

Definition 2.7. Let w, w′ be braid words. We say that w′ is obtained from w
by a special transformation if we have w = w1vw2 and w′ = w1v′w2 for some
words w1, w2, and (v, v′) is one of the following pairs:
type 1: (σiσj , σjσi) with |i− j| ! 2;
type 2: (σ−1

i σ−1
j , σ−1

j σ−1
i ) with |i− j| ! 2;

type 3: (σ−1
i σj , σjσ

−1
i ) with |i−j|!2, (σ−1

i σj , σjσiσ
−1
j σ−1

i ) with |i−j|=1, (σ−1
i σi, ε);

type 4: (σiσ
−1
j , σ−1

j σi) with |i−j|!2, (σiσ
−1
j , σ−1

j σ−1
i σjσi) with |i−j|=1, (σiσ

−1
i , ε).

Observe that special transformations of type 3 are right reversings as defined
in Chapter IV, and, symmetrically, type 4 are left reversings. Also, note that the
braid transformations σiσjσi *→ σjσiσj with |i− j| = 1 are not defined to be special.

Lemma 2.6 follows from the next two results:

Lemma 2.8. If w′ is obtained from w by handle reduction, then w′ can be op-
tained from w by finitely many special transformations.

Lemma 2.9. Assume that w is drawn from β∗ in Div(β), and w′ is obtained
from w by a special transformation. Then w′ is drawn from β∗ in Div(β).

Proof of Lemma 2.8. The point is to prove that, if v is a permitted handle,
and v′ is its reduct, then we can go from v to v′ by using special transformations.
By definition, there exist exponents e, d = ±1 such that v has the form

v = σe
i u0 σd

i+1 u1 ... ur−1 σd
i+1 ur σ−e

i ,(2.1)

where u0, ... , ur contain only letters σ±1
k with k ! i + 2, and we have then

v′ = u0 σ−e
i+1σ

d
i σe

i+1 u1 ... ur−1 σ−e
i+1σ

d
i σe

i+1 ur.(2.2)

Assume first d = 1, e = −1. The involved words are

v = σ−1
i u0 σi+1 u1 ... ur−1 σi+1 ur σi,

v′ = u0 σi+1σiσ
−1
i+1 u1 ... ur−1 σi+1σiσ

−1
i+1 ur .

The principle is to use type 2 and 3 transformations to let the initial (underlined)
letter σ−1

i in v migrate to the right until it reaches to the final letter σi. First, σ−1
i

crosses u0 using type 3 transformations for the positive letters in u0, and type 2
transformations for the negative ones. In this way, we reach the word

u0 σ−1
i σi+1 u1 ... ur−1 σi+1 ur σi.

One more type 3 transformation lets σ−1
i cross σi+1, resulting in the word

u0 σi+1σiσ
−1
i+1 σ−1

i u1 ... ur−1 σi+1 ur σi.
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The same process lets σ−1
i cross u1, and the next σi+1, and, after r such steps, we

reach the word

u0 σi+1σiσ
−1
i+1 u1 ... ur−1 σi+1σiσ

−1
i+1 ur σ−1

i σi,

and a final type 3 transformation leads to the expected word v′.
The argument for the case d = −1, e = +1 is similar, with transformations

of type 1 and 4 instead of 2 and 3. For the case d = 1, e = 1, the argument is
symmetric, i.e., we start with the final letter σ−1

i and let it migrate to the left,
using transformations of type 2 and 4. Finally, the case d = e = −1 is similar, with
transformations of type 1 and 3 instead of 2 and 4.

We shall now complete the proof of Lemma 2.9. To do that, we shall use the
basic result of Garside’s theory of braid monoids, namely Proposition I.4.8: any
two elements of B∞ admit a lower bound (greatest common left divisor) and an
upper bound (least common right multiple) with respect to #.

σi σj

σj σi

1 β

w1

w2

β∗

β1

β2

σi

σj
σi

σj
σi

σj

1 β

w1

w2

β∗

β1

β2

Figure 4. Closure of words drawn from β∗ in Div(β) under special trans-
formations; on the left, type 1: by hypothesis, w (grey plain path) is drawn
from β∗, and the question is whether w′ (grey dotted path) is drawn as
well; the only new vertex visited is β1σj (in black), and it belongs to Div(β)
because it lies between β1 and β2; on the right, type 3: with the same con-
ventions, three new vertices are visited, and they belong to Div(β) because
they lie between β1 and β2, while β2 lies in Div(β) because the latter is
closed under least common right multiple.

Proof of Lemma 2.9. (See Figure 4) We assume that w is drawn from β∗
in Div(β), and that w′ is obtained from w by one special transformation. We have
to prove that, for each prefix v of w′, the braid β∗v lies in Div(β). By hypothesis,
the result is true for each prefix of w′ that is also a prefix of w, so we only have to
consider those prefixes of w′ that are not prefixes of w. As the divisibility relation #
is transitive, the existence of β1, β2 in Div(β) satisfying

β1 # β∗v # β2.(2.3)

implies β∗v ∈ Div(β), so our aim in the sequel will be to exhibit, for each prefix v
of w′ that is not a prefix of w, two braids β1, β2 in Div(β) satisfying (2.3).

Assume first that w′ is obtained from w by a type 1 transformation. This
means that, for some w1, w2 and i, j with |i− j| ! 2, we have w = w1 σiσj w2 and
w′ = w1 σjσi w2. By construction, the only prefix of w′ that is not a prefix of w
is w1σj . Now, let β1 = β∗w1 and β2 = β∗w1σiσj . As w1 and w1σiσj are prefixes
of w and w is drawn from β∗ in Div(β), the braids β1 and β2 lie in Div(β). Now,
by construction, we have β1 # β∗w1σj # β2, as expected for (2.3).
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Type 2 is similar. We start from w = w1 σ−1
i σ−1

j w2 and w′ = w1 σ−1
j σ−1

i w2

with |i − j| ! 2. The only prefix of w′ that is not a prefix of w is w1σ
−1
j . Let

β1 = β∗w1σ
−1
i σ−1

j and β2 = β∗w1. As above β1 and β2 lie in Div(β) and we have
β1 # β∗w1σ

−1
j # β, as expected for (2.3).

For type 3, we consider w = w1 σ−1
i σj w2 and w′ = w1 σjσiσ

−1
j σ−1

i w2 with
|i − j| = 1. The cases |i − j| ! 2 and i = j are similar and easier. Three prefixes
of w′ are not prefixes of w, namely w1σj , w1σjσi, and w1σjσiσ

−1
j . Let β1 = β∗w1σ

−1
i ,

and β2 = β∗w1σjσi. First, w1σ
−1
i is a prefix of w, so β1 lies in Div(β). Next, w1

and w1σ
−1
i σj are prefixes of w, so we have w1 and w1σ

−1
i σj , i.e., β1σi and β1σj ,

lie in Div(β). So, in particular, we have β1σi # β and β1σj # β. Now, β2,
which is β1σiσjσi, is the upper bound of β1σi and β1σj in the divisibility lattice,
so we deduce β2 # β, and β2 lies in Div(β) too. Then, by construction, we have
β1 # β∗w1σj # β2, β1 # β∗w1σjσi # β2, and β1 # β∗w1σjσiσ

−1
j # β2, as expected

for (2.3).
As can be expected, type 4 is exactly similar to case 3, the existence of greatest

lower bounds for the relation # now replacing the lowest upper bound.

Thus the proof of Lemma 2.6, and, therefore, of Proposition 2.4 is complete.

2.4. The main prefix. The boundedness result of Proposition 2.4 is not suf-
ficient for proving that handle reduction always converges. In particular, loops
might occur. We shall see now that this is impossible, because some braid parame-
ter attached with the reduction sequence is monotonically increasing or decreasing
during the reduction process. This step of the proof is where Property A is used.

An outline of the argument we shall use to prove Proposition 2.1 is as follows.
From now on, we restrict to the case of left handle reduction, which provides the
technical advantage of guaranteeing the uniqueness of the reduction sequence from
a given braid word. So, let w be a braid word, and let wm be redm(w), the braid
word obtained after m steps of left handle reduction.

• The first observation is that the number of σ1-handles in wm is not larger
than the number of σ1-handles in w.

• The second observation is that, if we define the main prefix π(wm) of wm to
be the prefix that ends after the first letter of the leftmost σ1-handle. and if the
leftmost σ1-handle in w is positive, then the braids represented by π(w0), π(w1),...
make a sequence that is nonincreasing with respect to the σ-ordering, and is even
strictly decreasing at each reduction step that involves a σ1-handle. Moreover—
this is the point—there exists a σ1-negative witness-word that is drawn inside some
fixed subset of the braid group and contains one letter σ−1

1 for each reduction step
involving a σ1-handle.

• The third observation is that Property A guarantees that this cannot happen
infinitely many times, and the convergence of the reduction process easily follows.

We shall now make the above sketch formal. The main step consists in analysing
what happens when the leftmost handle of a braid word is reduced. As several cases
are possible, the analysis requires some care, but it is easy.

Definition 2.10. For w a braid word, we write h(w) for the number of σ1-
handles in w; if h(w) ! 1 holds, we define the main prefix π(w) of w to be the
prefix that ends after the initial letter of the leftmost σ1-handle of w, and e(w) to
be the sign of this handle.
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We recall from Definition 1.11 that, if w is a braid word containing at least one
handle, then red(w) denotes the word obtained from w by reducing the leftmost
handle in w—whether this handle is a σ1-handle or not. The key technical lemma
is as follows.

Lemma 2.11. Assume that w is a braid word drawn from β∗ in Div(β) and
containing at least one handle. Let w′ = red(w). Then three cases are possible:

• Case 1: h(w′) = h(w) = 0;
• Case 2: h(w′) < h(w);
• Case 3: h(w′) = h(w) ! 1; in this case, we have e(w′) = e(w), and there

exists a word γ(w) drawn from β∗π(w) in Div(β) satisfying π(w′) ≡ π(w)γ(w) and
such that, if the leftmost handle in w is a σi-handle with i ! 2, the word γ(w) is
empty, while, if the leftmost handle in w is a σ1-handle, the word γ(w) contains
one letter σ−e(w)

1 and no letter σe(w)
1 .

Proof. If h(w) = 0 holds, i.e., if w contains no σ1-handle, one goes from w
to w′ by reducing some σi-handle with i ! 2, and w′ contains no σ1-handle either.
So we are in Case 1.

We assume now h(w) ! 1 and write e for e(w). Then there exist num-
bers p, q ! 1 such that, starting from the left, the letters σ±1

1 in w consist of
p letters σe

1, then q letters σ−e
1 . So w has the form

v0 σe
1 v1 σe

1 ... vp−2 σe
1 vp−1 σe

1 vp σ−e
1 vp+1 σ−e

1 ... vp+q−1 σ−e
1 vp+q v,(2.4)

where each vk contains no σ±1
1 and v is either empty—case h(w) = 1—or starts

with σe
1—case h(w) ! 2. The leftmost σ1-handle in w is the underlined subword,

and the main prefix π(w) is v0 σe
1 ... vp−1 σe

1.
Assume first that the leftmost handle in w is a σi-handle with i ! 2 (Figure 5).

Then the reduction from w to w′ occurs inside one of the words v0, ... , vp, i.e., it
consists in replacing some subword vk with the corresponding word red(vk). In this
case, we have h(w′) = h(w) and e(w′) = e(w). Moreover, if k = p holds, we have
π(w′) = π(w), while, if k < p holds, π(w′) is obtained from π(w) by replacing the
subword vk with red(vk). In all cases, we find π(w′) ≡ π(w), and we are in Case 3
with γ(w) = ε (the empty word).

w

w′
σ1 σ1 σ1 σ1

π(w)

π(w′)
leftmost σ1-handle of w′

leftmost σ1-handle of w

Figure 5. Change in the main prefix, case when the leftmost handle is
not the leftmost σ1-handle: reduction occurs in an intermediate subword,
and π(w′) is equivalent to π(w).

Assume now that w′ is obtained from w by reducing the underlined σ1-handle
of (2.4). The hypothesis that σe

1vpσ
−e
1 is a permitted handle implies that σ2 and

σ−1
2 do not simultaneously occur in vp, and, therefore, vp can be written as

u0 σd
2 u1 σd

2 ... ur−1 σd
2 ur
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for some r ! 0, d = ±1, and each word uk containing no σ±1
1 or σ±1

2 .
Assume first r = 0, i.e., vp contains no σ±1

2 (Figure 6). Then the reduct of
σe

1vpσ
−e
1 is vp, so here reduction amounts to deleting the underlined letters σe

1 and
σ−e

1 of (2.4). If we have p = 1 or q = 1, then we obtain h(w′) < h(w), and we are
in Case 2. Otherwise, i.e., for p, q ! 2, we have h(w′) = h(w), with

w′ = v0 σe
1 v1 σe

1 ... vp−2 σe
1 vp−1 vp vp+1 σ−e

1 ... ,(2.5)

in which the new leftmost σ1-handle is underlined. We read on (2.5) the relations
e(w′) = e(w) = e and π(w′) = v0σe

1...vp−2σe
1, whence

π(w) = π(w′) vp−1σ
e
1.

We deduce π(w′) ≡ π(w) σ−e
1 v−1

p−1, corresponding to Case 3 with γ(w) = σ−e
1 v−1

p−1.
Indeed, by construction, the word γ(w) is drawn from β∗π(w) in Div(β) since
vp−1σe

1 is a suffix of π(w), which by hypothesis is drawn from β∗ in Div(β).

w

w′
σ1 vp−1 σ1 σ1 σ1

π(w)

π(w′)
leftmost σ1-handle of w′

leftmost σ1-handle of w

Figure 6. Change in the main prefix, case when the leftmost σ1-handle
is reduced (here with e = +1), and there is no σ2 in the handle: π(w′) is
equivalent to π(w)γ(w), with γ(w) = σ−1

1 v−1
p−1 (in grey).

Assume now r ! 1 with d = −e, i.e., the letter σ−e
2 occurs in vp (Figure 7).

Then each σ−e
2 in vp gives rise to a σ−e

1 in the reduct of vp, hence in w′. If we have
p = 1, then we obtain h(w′) < h(w), and we are in Case 2. Otherwise, i.e., for
p ! 2, we have h(w′) = h(w), with

w′ = v0 σe
1 v1 σe

1 ... vp−2 σe
1 vp−1 u0 σ−e

2 σ−e
1 σe

2 u1 ... ,(2.6)

in which the new leftmost σ1-handle is underlined. We read on (2.6) the relations
e(w′) = e(w) = e and π(w′) = v0σe

1...vp−2σe
1, hence π(w) = π(w′)vp−1σe

1 as above,
so we are in Case 3 and we conclude exactly as above.

Finally, assume r ! 1 with d = e, i.e., the letter σe
2 occurs in vp (Figure 8).

Each σe
2 in vp gives rise to a σ−e

1 in the reduct of vp, hence in w′. If we have q = 1,
then we obtain h(w′) < h(w), and we are in Case 2. Otherwise, i.e., for q ! 2, we
have h(w′) = h(w), with

w′ = v u0 σ−e
2 σe

1σ
e
2 u1 ... ur−1 σ−e

2 σe
1σ

e
2 ur vp+1 σ−e

1 ...(2.7)

in which the new leftmost σ1-handle is underlined. We read on (2.7) the relation
e(w′) = e(w) = e. Moreover, with our notations, we have π(w) = vσe

1, and (2.7)
gives

π(w) vpσ
−e
1 ≡ π(w′) σe

2ur.

We deduce π(w′) ≡ π(w) vpσ
−e
1 u−1

r σ−e
2 , corresponding to Case 3 with γ(w) =

vpσ
−e
1 u−1

r σ−e
2 , because the word γ(w) is drawn from β∗π(w) in Div(β). Indeed, w
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w

w′
σ1 vp−1 σ1 σ1σ2 σ2

σ1 σ1

σ1

π(w)

π(w′)
leftmost σ1-handle of w′

leftmost σ1-handle of w

Figure 7. Change in the main prefix, case when the leftmost σ1-handle is
reduced (here with e = +1), and σ−1

2 occurs in the handle: each σ−1
2 in the

handle gives a σ−1
1 in w′, and, here again, π(w′) is equivalent to π(w)γ(w),

with γ(w) = σ−1
1 v−1

p−1 (in grey).

is drawn from β∗ in Div(β) by hypothesis and π(w)vpσ
−e
1 is a prefix of w, hence

vpσ
−e
1 is drawn from β∗π(w) in Div(β); on the other hand, by Proposition 2.4,

w′ is drawn from β∗ in Div(β) too, and π(w′)σe
2ur is a prefix of w′, hence u−1

r is
drawn from β∗π(w′)σe

2ur, which is also β∗π(w)vpσ
−e
1 , in Div(β). So γ(w) is drawn

from β∗π(w) in Div(β), and the proof is complete.

w

w′
σ1 vp−1 σ1 σ1

vp

σ2 σ2

σ1 σ1 ur

σ1

π(w)

π(w′)
leftmost σ1-handle of w′

leftmost σ1-handle of w

Figure 8. Change in the main prefix, case when the leftmost σ1-handle is
reduced (here with e = +1), and σ2 occurs in the handle: each σ2 gives a σ1

in w′, and, now π(w′) is equivalent to π(w)γ(w), with γ(w) = vpσ−1
1 u−1

r

(in grey).

2.5. Using Property A. The way Property A enters the argument is the
following observation.

Lemma 2.12. Assume that β∗, β are positive braids and w is a σ1-positive braid
word drawn from β∗ in Div(β). Then the number of occurrences of σ1 in w is at
most the cardinality of Div(β).

Proof. Assume that σ1 occurs r times in w. Let v1, ... , vr be the prefixes of w
such that vp finishes just before the pth letter σ1 in w. By hypothesis, all braids β∗vp

belong to Div(β). Now p < q implies β∗vp 0= β∗vq: indeed, by construction, we
have vq = vpv, where v contains at least one letter σ1, and no letter σ−1

1 , so, by
Property A, the braid v is not 1. Hence β∗v1, ... , β∗vr are pairwise distinct elements
of Div(β). Therefore, r is at most the cardinality of Div(β).

We are now ready to conclude, i.e., to prove Proposition 2.1.

Proof of Proposition 2.1. Using induction on n ! 2, we prove:
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For each n-strand braid word w, there exists m such that redm(w)
contains no handle—and therefore redm+1(w) does not exist.

For n = 2, the only letters in w are σ1 and σ−1
1 , handle reduction coincides with

free reduction, and the result is clear, with m at most half the length of w.
Assume n ! 3, and assume for a contradiction that w is an n-strand braid word

such that redm(w) exists for every m. We write wm for redm(w). By Lemma 2.11,
the sequence h(w0), h(w1),... is nonincreasing, hence it is eventually constant. So,
at the expense of possibly deleting the first wm’s, we can assume that there exists h
such that h(wm) = h holds for every m.

By hypothesis, wm+1 is obtained from wm by reducing its leftmost handle,
which is either a σ1-handle, or a σi-handle for some i ! 2. Let M be the set of
all m’s such that the leftmost handle in wm is a σ1-handle.

Firstly, we claim that M is infinite. Indeed, let m be an arbitrary number. By
hypothesis, wm exists, and we can write

wm = sh(v0) σe
1 sh(v1) σe

1 ... σe
1 sh(vp) v

where each word vk is an (n− 1)-strand braid word and v either begins with σ−e
1 —

case h > 0—or is empty—case h = 0. By induction hypothesis, there exists for
each k an integer mk such that redmk(vk) contains no handle. Let m′ = m + m0 +
··· + mp. Then, by construction, we have

wm′ = sh(redm0(v0)) σe
1 sh(redm1(v1)) σe

1 ... σe
1 sh(redmp(vp)) v.

If v were empty, wm′ would contain no handle, contradicting our hypothesis that
the sequence (wm)m!0 is infinite. Hence v begins with σ−e

1 , and the leftmost handle
in wm′ is a σ1-handle. Thus we found an element m′ of M which is at least equal
to m, and M is infinite.

On the other hand, we claim that M is finite, thus getting the expected con-
tradiction. Indeed, let β∗, β be positive braids such that w, and hence by Propo-
sition 2.4, all words wm are drawn from β∗ in Div(β). We apply Lemma 2.11 to
each word wm. By hypothesis, we always are in Case 3 of that lemma. Let e be the
common value of e(wm) for all m, and let u be the (infinite) word γ(w0)γ(w1)...
By construction, u is drawn from β∗π(w) in Div(β), it contains no letter σe

1, and
it contains exactly one letter σ−e

1 for each m in M . By Lemma 2.12, the number
of such letters, and therefore the cardinal of M , is bounded above by the cardinal
of Div(β). In particular M is finite.

So the existence of an n-strand braid word w such that redm(w) exists for
every m is a contradictory assumption, and the proof is complete.

Adapting the previous argument to the case of general handle reduction, i.e.,
proving that every sequence of handle reduction converges, in whatever order the
handles are reduced, is easy: instead of keeping track of the leftmost σ1-handle, we
should simultaneously keep track of each σ1-handle; for each of them, the counter-
part of Lemma 2.11 is true, and the associated prefix has the same monotonous
behaviour as what was called the main prefix above.

2.6. The σ1-content of a positive braid. The previous argument is effec-
tive, and it can easily be converted into the upper bound of complexity stated in
Proposition 1.5. As the latter seems to be far from optimal, we shall discuss it
briefly only.
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1 β
w0

w1

w2

w3

β∗

u

Figure 9. Convergence of handle reduction, here with e = +1: consider
the paths associated with the successive words w0, w1, ... a reduction se-
quence (in grey); the witness word u (dotted line) connects the ends of the
main prefixes (circled), and it contains one letter σ−1

1 (bold arrow) for each
reduction of the leftmost σ1-handle.

For an induction, the point is to get an upper bound on the number of reduction
steps involving the leftmost σ1-handle—called σ1-reduction steps in the sequel. Let
us introduce:

Definition 2.13. For β a positive braid, we define the σ1-content c1(β) of β
to be the maximal number of letters σ1 in a σ-positive braid word drawn in Div(β).

If w is an n-strand word of length %, then w is drawn in Div(∆"
n) and, using

Lemma 2.11, it is not hard to prove that the number of σ1-reduction steps from w
is bounded above by the number c1(∆"

n), and we are left with the evaluation of the
latter number. By Lemma 2.12, a coarse upper bound is the cardinality of Div(∆"

n).
As each element in the latter set is represented by a positive braid word of length
at most % times the length of ∆n, i.e., %n(n − 1)/2, and there are n − 1 possible
letters, we obtain the upper bound

c1(∆"
n) " (n− 1)"n(n−1)/2,(2.8)

from which the bound of Proposition 1.5 follows.
There are two natural ways for improving the upper bound of Proposition 1.5:

obtaining for the number of σ1-reduction steps a better estimate than c1(∆"
n), and

obtaining for the latter a better estimate than the one of (2.8). The second approach
fails: we shall see in Section VI.3.6 that the value of c1(∆"

n) is exponential in %,
even for n = 3. Thus, in order to really improve the results, the point seems
to identify further constraints for the transversal word denoted u in the proof of
Proposition 1.5—or to find a new convergence proof.

3. Special cases and variants

We conclude the chapter with some results about the special case of 3-strand
braids, where a specific argument exists. Also, we establish for further use in Chap-
ter VI a closure property for the Cayley graph that follows from the convergence
of handle reduction, and we describe some variants of handle reduction.

3.1. The case of 3 strands. The case of 3-strand braids is particular in many
aspects. Using a specific argument, we shall now prove the convergence of handle
reduction without appealing to Property A and establish a polynomial upper bound
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of complexity. The main step consists in considering a 3-strand braid word that
contains one σ1-handle, and to construct some planar rectangular diagram that
controls its left handle reduction and induces a quadratic complexity bound.

Lemma 3.1. Assume that w is a 3-strand braid word of length % satisfying
h(w) " 1. Then there exists m " %2/4 such that redm(w) contains no handle.

Proof. (See Figure 10) The result is obvious if w contains no σ1-handle. So we
assume now that w contains one σ1-handle. Up to a symmetry, we may assume that
the σ1-handle in w is positive, i.e., that all letters σ1 precede all letters σ−1

1 . More-
over, we first assume that w contains no negative σ2-handle, i.e., no subword σ−1

2 σ2.
We now inductively construct a sequence of numbers m0 < m1 < ... and a

sequence of planar diagrams D0 ⊂ D1 ⊂ ... so that the following conditions are
satisfied for each p:

(i) The diagram Dp is drawn inside the rectangular grid {0, ... , %+}×{0, ... , %−},
where %+ (resp. %−) be the number of positive (resp. negative) letters in w, and it
consists of arrows that are labeled σ1, σ2, or ε, and that connect some vertex (x, y)
with integral coordinates to the vertex (x+1, y)—horizontal arrow—or to the vertex
(x, y − 1)—vertical arrow.

(ii) For each q " p, the word redmq(w) is defined, it contains no negative
σ2-handle, i.e., no subword σ−1

2 σ2, and it is drawn in Dp in the sense that there
is a connected path starting from (0, 0) whose labels form the considered word,
adopting the convention that crossing a σi-labeled arrow from target to source
contributes σ−1

i ; moreover redmq(w) corresponds to the leftmost path in Dp.
(iii) The number mp is at most the area of Dp, defined to be the number of

squares included in Dp.
We start with m0 = 0. The diagram D0 consists of a single connected path Π(w)

starting from (0, 0), constructed using induction on the length of w: assuming
w = w′σe

i , the path Π(w) consists of Π(w′) plus an horizontal σi-labeled arrow
starting from the endpoint of Π(w′) if e is positive—resp. a vertical σi-labeled arrow
arriving at the endpoint of Π(w′) if e is negative. So, by construction, the labels
of D0 make the word w, and the conditions (i), (ii), and (iii) are satisfied.

Assume now that mp and Dp have been constructed, and let wp = redmp(w).
Assume that wp contains at least one handle—otherwise, the construction stops.
By Lemma 2.11—or by a direct induction—wp contains no negative σ1-handle, and,
by (ii), it contains no negative σ2-handle either. Hence, the leftmost handle in wp

is either σiσ
−1
i with i = 1 or 2 (case 1), or σ1σ

d
2σ−1

1 for some nonzero integer d
(case 2). By (ii), this handle corresponds in Dp to a pattern of the type

σi

σi ,
σ1

σ1

s1 se

, or

σ1

σ1

s1

se

where d letters sk are σ2 and the remaining e− d ones are ε.
In case 1, we put mp+1 = mp + 1 and define Dp+1 to be the diagram obtained

from Dp by completing
σi

σi into
σi

σi

ε
ε .



3. SPECIAL CASES AND VARIANTS 95

In case 2, we put mp+1 = mp + |d| and define Dp+1 to be the diagram ob-

tained from Dp by completing
σ1 s1 se

σ1 into
σ1 s1 se

σ1

s′1 s′e σ2

σ2 , and

σ1

se

s1

σ1

into

σ1

se

s1

σ1

σ2

s′1

s′e

σ2

, where s′k is σ1 for sk = σ2, and s′k = ε for sk = ε. Moreover,

in all cases, we iteratively complete each pattern
ε

σi (resp.
σi

ε , resp.
ε

ε )

that possibly appears into
ε

σi

ε
σi (resp.

σi

ε
σi

ε , resp.
ε

ε
ε

ε ).

By construction, (i) is satisfied by Dp+1. As for (ii), let w′ be the leftmost word
in Dp+1. We wish to show w′ = redmp+1(w). In case 1, the word w′ is obtained
from wp by deleting the handle σiσ

−1
i , and we find

w′ = red(wp) = red(redmp(w)) = redmp+1(w).

In case 2, the word w′ is obtained from wp by replacing σ1σ
d
2σ−1

1 with σ−1
2 σd

1σ2;
now, a direct verification gives σ−1

2 σd
1σ2 = red|d|(σ1σ

d
2σ−1

1 ), and we deduce

w′ = red|d|(wp) = red(redmp(w)) = redmp+1(w).

Finally, Condition (iii) is maintained, as the area of Dp+1 is the area of Dp aug-
mented by at least 1 in case 1, and by at least e with e ! d in case 2.

Now, since all diagrams Dp are included in the grid {0, ... , %+} × {0, ... , %−},
the iterative construction must stop, which means that there exists p such that the
word redmp(w) contains no handle. Moreover, Condition (iii) gives

mp " area(Dp) " %+ × %− " %2/4.

Finally, if the initial w contains some negative σ2-handles, i.e., subwords of the
form σ−1

2 σ2, we let w′ be the word obtained from w by iteratively replacing σ−1
2 σ2

with σ2σ
−1
2 . We then observe that the left handle reductions of w and w′ require

the same number of steps, because σ2-handles are always reduced before they could
interfer with the letters σ±1

1 .

Proposition 3.2. Let w be a 3-strand braid word of length %, and h be the
number of σ1-handles in w. Then there exists m " h%2/4 such that redm(w) contains
no handle.

Proof. We use induction on h. For h " 1, Lemma 3.1 gives the result. Assume
h ! 2, and write w = w0w′, where w0 is the longest prefix of w satisfying h(w0) = 1.
By Lemma 3.1, there exists m0 " %2/4 such that redm0(w0) contains no handle.
Now, we have redm(w) = (redm(w)0)w′ for m " m0, because the leftmost handle in
(redm(w)0)w′ lies in the prefix redm(w)0. Thus we find redm0(w) = (redm0(w0))w′.
By construction, we have h((redm0(w0))w′) = h− 1, i.e., h(redm0(w)) = h− 1, and
the length of redm0(w) is at most %. So, by induction hypothesis, there exists m′ "
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1 1

1

 1
 1

 1

 1

 1

 1

 1 1

 2

 2  2

 2

 1

 2

 2

2  2

 1

 1  2

 1  2

 1

 1 2

 1 1  2

 2

2

 1

 1

2

 1

2

2

2

 2

2

 1

 1

 11
 2

w0 = w

w10 = red15(w)

Figure 10. Diagram D10 for w = σ2
1σ−1

2 σ2
1σ2σ

−1
1 σ2

2σ−2
1 σ−1

2 σ−2
1 ; the

ε-labeled arrows are represented by dotted lines, and we write i for σi;
we start with w0 = w, which corresponds to the diagonal path closest to
the bottom-right corner and, after 10 induction steps, we finish with the
σ1-negative word w′ = σ−1

2 σ−1
1 σ2σ

−1
1 σ2σ

−2
1 σ3

2 , which corresponds to the
diagonal path closest to the top-left corner; in this example, the numbers mp

are 0, 1, 4, 5, 6, 7, 8, 9, 12, 14, 15, so there are 15 steps in the left handle
reduction of w—to be compared with the area of D10, which is 29, and
that of the framework, which is 49.

(h − 1)%2/4 such that redm′
(redm0(w)), i.e., redm(w) with m = m0 + m′ " h%2/4,

contains no handle.

While the quadratic upper bound of Lemma 3.1 is easily seen to be sharp, that
of Proposition 3.2 is probably not optimal: as the only upper bound on the number
of σ1-handles is the length of the initial word, we obtain a final cubical upper bound
on the number of reduction steps, while a quadratic upper bound seems likely. In
any case, the argument fails to extend to n ! 3: even for words of the form uv−1

with u, v positive, the commutation relations σ1σ3 = σ3σ1 make the construction of
a diagram similar to that used in the proof of Lemma 3.1 problematic.

3.2. An application. Besides its practical interest as an efficient solution to
the braid word problem and its theoretical interest as a simple way of establishing
Property C, the convergence of handle reduction may lead to results of indepen-
dent interest. We now mention one such result, that will be subsequently used in
Chapter VI.

By definition, saying that β < β′ holds means that the quotient braid β−1β′

admits at least one σ-positive word representative, i.e., in the language of the
Cayley graph, that there exists at least one σ-positive path going from β to β′

inside the Cayley graph of B∞. The following result states that, if β and β′ lie in
some set Div(γ), then, among all σ-positive paths as above, at least one is entirely
drawn inside Div(γ)—hence, in particular, inside Bn if β and β′ are n-strand braids.

Proposition 3.3. Let γ be a positive braid. Then, for all β, β′ in Div(γ), the
following are equivalent:
(i) The relation β < β′ holds;
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(ii) There exists a σ-positive word representing β−1β′ drawn from β in Bn;
(iii) There exists a σ-positive word representing β−1β′ drawn from β in Div(γ).

Proof. Clearly (iii) implies (ii), which implies (i), since the latter means that
there exists a σ-positive word representing β−1β′ drawn from β in B∞. We shall
prove that (i) implies (iii) by resorting to handle reduction. By doing so, we also
reprove that (i) implies (ii), a result that was first proved in [130].

So, we assume that β, β′ lie in Div(γ) and β < β′ holds. The problem is to
prove that, among all σ-positive paths connecting β to β′ in the Cayley graph
of B∞, at least one is drawn inside Div(γ). Now, let w, w′ be positive words
representing β and β′, and let w0 be the word w−1w′. Then w0 represents β−1β′,
and, by construction, it is drawn in Div(γ) from β. Now, Lemma 2.6 implies that
each word obtained from w0 by handle reduction is also drawn in Div(γ) from β,
and Proposition 1.5 implies that, among these words, at least one, say w1, contains
no handle, hence it is either empty, or σ-positive, or σ-negative. We claim that
w1 is σ-positive, which gives the expected result. Indeed, the hypothesis β < β′

implies that β−1β′ admits a σ-positive representative, and Property A then forbids
that it admits another representative that is empty or σ-negative.

3.3. Variants. We conclude with two variants of handle reduction. Firstly, we
have defined a σi-handle to be a braid word of the form σ±1

i vσ∓1
i where σ±1

1 , ... , σ±1
i

do not occur in v. Let us define a generalized σi-handle to be a similar braid
word σ±1

i vσ∓1
i where only σ±1

i−1 and σ±1
i are forbiden in v. Then the results for

generalized handle reduction are the same as for handle reduction: in particular,
the convergence result of Proposition 1.5 extends without change, at the expense
of using Property Ai of Remark IV.2.15 rather than Property A, i.e., A1.

The last variant is the so-called coarse reduction: here, one comes back to the
standard notion of handle, but, instead of reducing a σi-handle by pushing the
(i + 1)st strand over the next crossings as in Definition 1.2, we would also push it
systematically to the nth position, if we are working with Bn. As no non-trivial
result has been proved about this variant so far, we keep it for Chapter XVI.
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CHAPTER VI

Connection with the Garside Structure

The aim of this chapter is to investigate the connection between the σ-ordering
of braid and Garside’s theory of the braid positive monoids B+

n. It is mainly based
on the references [62, 61].

Initiated with the seminal paper [94] and subsequently developed by many
authors, Garside’s theory is arguably the best understood part in the algebraic
study of braids. It leads in particular to algorithmic solutions to the word and
conjugacy problems, and, much more generally, it provides the most efficient way
for addressing a number of questions about braids. Moreover, Garside’s theory has
now been extended to a very wide family of groups and groupoids far beyond braid
groups themselves. It is therefore a natural task to study the connection between
the braid ordering and Garside’s theory and the notions it leads to, in particular
the so-called greedy normal form.

Let us say it immediately: the connection is not simple. For instance, if β
and β′ are positive braids, there is no easy way for recognizing whether β < β′

holds by inspecting the greedy normal forms of β and β′. There exists such a way
in the case of divisors of ∆n—called simple braids, or permutation braids—but, for
more complicated braids, the connection becomes intricate.

However, though not so easy, the study of the connection between the Garside
structure and the σ-ordering provides several non-trivial results of a combinatorial
nature. In particular, it leads to addressing various counting problems involving
braids, in connection with the symmetric group and the Solomon descent algebra.
Such questions have not been much considered so far, and one may expect further
developments.

As in the case of each of the approaches to the σ-ordering developed in the
various chapters of this text, two types of results may be expected, namely (re)-
proving the existence of the ordering by providing new proofs of Properties A
and/or C, and proving new results about the braid ordering once we know the
latter exists. Here, we shall establish results of the two kinds. For the first kind,
we describe one more scheme for proving Property C—which actually is completed
in the case of B3 only. For the second kind, we give a fairly complete description of
the σ-ordering of divisors of ∆d

n, that in particular includes evaluating the number
of so-called σi-jumps.

The organization of the chapter is as follows. In Section 1, we recall the con-
struction of the greedy normal form of positive braids, and state a few results about
the number of n strand braids of degree at most d, i.e., about the number of divi-
sors of ∆d

n. In Section 2, we show how to deduce from such counting arguments a
scheme for proving Property C when Property A is known. In Section 3, we de-
fine Sn,d to be the <-increasing enumeration of the divisors of ∆d

n, and investigate
the structure of this sequence. The main result is that Sn,d is a concatenation of

99
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translated copies of fragments of Sn−1,d, the number of which can be effectively
computed.

1. The degree of a positive braid

In this introductory section, we recall the construction of the greedy normal
form for positive braids—this is classic, see [94, 77, 1, 75]—and deduce some
counting results about the number of braids with a given degree—this is less classic.

We recall that B+
n denotes the monoid of all positive n-strand braids, i.e.,

those n-strand braids that admit word representatives containing no letter σ−1
i —

note that the trivial braid 1 is called positive. Then B+
∞ denotes the monoid of all

positive braids.

1.1. Simple braids. In the theory we describe here, a key role is played by
those positive n-strand braids that are divisors of Garside fundamental braid ∆n,
usually called simple braids or permutation braids, and we first state a few basic
facts about these braids.

We recall from Section I.4 that, if β, β′ are (positive) braids, we say that β′

is a left divisor of β, or, equivalently, that β is a right multiple of β′, denoted
β′ # β, if β = β′γ holds for some positive braid γ, i.e., for some braid γ belonging
to B+

∞. As in Chapter V, if β is a positive braid, we denote by Div(β) the set of
all positive braids that left divide β, i.e., the set {γ | 1 # γ # β}. According to
Proposition I.4.8, for each positive braid β, the poset (Div(β), #) is a lattice.

In this chapter, we restrict to positive braids, i.e., to those braids β that satisfy
1 # β, and specially consider the divisors of the braid ∆n and its powers. We recall
from Definition I.4.3 that ∆n is recursively defined by

∆1 = 1, ∆n = δn ∆n−1 = σ1σ2 ... σn−1 ∆n−1.(1.1)

It is easily seen that each generator σi is a left and a right divisor of ∆n, and (less
easily) that ∆n is the left (and the right) lcm of σ1, ... , σn−1. Our first important
notion is:

Definition 1.1. A positive n-strand braid is called simple if it is a left divisor
of ∆n, i.e., if it belongs to the set Div(∆n).

Lemma 1.2. [77, Chapter 9] For β a positive braid, the following are equivalent:
(i) The braid β is a left divisor of ∆n;
(ii) The braid β is a right divisor of ∆n;
(iii) In any positive diagram representing β, any two strands cross at most once.

As explained in Chapter I, each n-strand braid β determines a permutation
of {1, ... , n}. Here we shall denote this permutation by perm(β). So, for each i
with 1 " i " n, perm(β)(i) is the initial position of the strand that finishes at
position i in any diagram representing β. Then perm is a surjective homorphism
of Bn to the symmetric group Sn.

Lemma 1.3. [77, Chapter 9] The restriction of the mapping perm to simple
n-strand braids is a bijection to the symmetric group Sn: for each permutation π
in Sn, there exists a unique simple braid β satisfying perm(β) = π.

Thus there exist exactly n! simple n-strand braids.
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Example 1.4. There are six simple 3-strand braids, namely 1, σ1, σ2, σ2σ1, σ1σ2,
and ∆3. In examples, as in previous chapters, we often use the shorter notation a
for σ1, b for σ2, etc. Thus, we also write Div(∆3) = {1, a, b, ba, ab, aba}.

1.2. The greedy normal form. By definition, for each positive n-strand
braid β different from 1, the gcd β1 of β and ∆n is the maximal simple left divisor
of β, and we obtain a distinguished decomposition β = β1β′ with β1 simple. By
decomposing β′ in the same way and iterating, we obtain the so-called (left) greedy
normal decomposition of β.

Proposition 1.5. [75], [77, Chapter 9] Every non-trivial positive braid β ad-
mits a unique decomposition β = β1β2...βd satisfying βd 0= 1 and, for each r < d,

βr = gcd(∆n, βr...βd).(1.2)

Definition 1.6. A sequence (β1, ... , βd) satisfying the conditions of (1.2) is
said to be (greedy) normal. For β a non-trivial positive braid, the unique normal
sequence (β1, ... , βd) for which βd 0= 1 and β = β1β2...βd hold is called the (left
greedy) normal form of β; then d is called the degree of β, and βr is called the rth
factor of β.

It is coherent to extend the above conventions by defining the degree of the
trivial braid 1 to be 0, and the rth factor of a degree d braid to be 1 for r > d.
Also, adding a trivial entry 1 at the right of a normal sequence still gives a normal
sequence. At the expense of adding such trivial entries, we shall consider normal
sequences as unbounded on the right; in this way, we can speak of the rth entry
of a normal sequence for every r. Then the degree of a non-trivial braid β is the
maximal index r such that the rth entry in its normal sequence is not 1.

Because every n-strand braid that divides ∆n+1 has to divide ∆n, the normal
form of a positive n-strand braid computed in B+

n and B+
n+1 coincide, so we can

forget about the braid index.
We shall use the following two properties of the normal form:

Lemma 1.7. [75], [77, Chapter 9] Assume that (β1, ... , βd) is a sequence of
positive braids. Then the following are equivalent:
(i) The sequence (β1, ... , βd) is normal;
(ii) For each r < d, the subsequence (βr, βr+1) is normal;
(iii) For each r < d, every σi that divides βr+1 on the left divides βr on the right.

An important consequence of Lemma 1.7 is that the normal form of braids,
being characterized by the purely local criterion of (ii) above, is connected with a
so-called automatic structure for the braid group Bn—see [77, Chapter 9] or, for
some basic definitions, Section 1.2 of Chapter XI.

Lemma 1.8. [75], [77, Chapter 9] For each positive n-strand braid β, the fol-
lowing are equivalent:
(i) The braid β belongs to Div(∆d

n), i.e., it is a left—or right—divisor of ∆d
n;

(ii) The degree of β is at most d.

So, speaking of a degree here is coherent: by Lemma 1.8, if positive braids β
and β′ have degree d and d′ respectively, the degree of ββ′ is at most d + d′.

Example 1.9. There are nineteen divisors of ∆2
3, i.e., nineteen positive 3-

strand braids of degree at most two. With the usual notational convention, using
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a dot to separate the factors of the normal form, we find the list: 1, b, b.b, a,
ab, ab.b, a.a, a.ab, ba, bab, bab.b, ba.a, ba.ab, b.ba, bab.a, bab.ab, ab.ba, bab.ba,
bab.bab—here in an order that may look strange, but should become familiar soon,
as it is the <-increasing one.

Remark 1.10. We described above the left version of the greedy normal form,
that involves the maximal simple braid that is a left divisor of the considered braid.
Naturally, a symmetric, right version involving the maximal simple braid that is a
right divisor also exists, and results are similar. Note that, because the left and the
right divisors of ∆n coincide, and, therefore, so do those of ∆d

n for each d, there is
only one notion of degree: for each positive braid β, the length of the left and of
the right greedy normal forms of β are equal.

1.3. Counting the divisors of ∆d
n. In the sequel, we need to count the

divisors of ∆d
n in B+

n. By Lemma 1.3, these divisors are in one-to-one correspondence
with the normal sequences of length at most d, and, therefore, their number is
bounded above by (n!)d for all n and d. Determining the exact value is not very
difficult: owing to the local characterization of Lemma 1.7, this amounts to solving
a linear recursion involving an explicit adjacency matrix.

Notation 1.11. For n ! 2, d ! 0, and β a simple n-strand braid, we define
bn,d(β) to be the number of length d normal sequences in B+

n whose last entry is β.

So, bn,d(β) is the number of normal sequences of the form (β1, ... , βd−1, β). The
following result is easy:

Lemma 1.12. For all n, d, we have

#Div(∆d
n) =

∑

β simple

bn,d(β) = bn,d+1(1).(1.3)

Indeed, it suffices to observe that, for each simple braid β, the sequence (β, 1)
is normal. So (β1, ... , βd) is normal if and only if (β1, ... , βd, 1) is normal.

The general principle for computing the numbers bn,d(β) for some fixed n is to
introduce the adjacency matrix that describes normal pairs of simple braids.

Lemma 1.13. For n ! 1, let Mn be the n!× n! matrix with entries indexed by
simple n-strand braids such that the (β, β′)-entry in Mn is 1 if (β, β′) is normal,
and is 0 otherwise. Then, for all n, d, and β, the number bn,d(β) is the β-entry in
the row matrix (1, 1, ... , 1) · (Mn)d−1.

Proof. The result is easily proved using induction on d and Lemma 1.7:
(β1, ... , βd−1, β) is normal if and only if (β1, ... , βd−1) and (βd−1, β) are normal,
so, writing mγ,β for the (γ, β)-entry of Mn, we obtain

bn,d(β) =
∑

(γ,β) normal

bn,d−1(γ) =
∑

γ simple

bn,d−1(γ) · mγ,β . %

Example 1.14. The matrix M1 is (1), corresponding to b1,d(1) = 1 for each d.

For n = 2, using the enumeration (1, σ1) of simple braids, we find M2 =
(

1 0
1 1

)
,

leading to b2,d(1) = d and b2,d(σ1) = 1, as could be expected: there are d + 1
braids of degree at most d, namely the braids σe

1 with e < d, whose dth factor
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d 1 2 3 4 5 6 7

b2,d(∆1) 1 2 3 4 5 6 7

b3,d(∆1) 1 6 19 48 109 234 487
b3,d(∆2) 1 3 7 15 31 63 127

b4,d(∆1) 1 24 211 1,380 8,077 45,252 249,223
b4,d(∆2) 1 12 83 492 2,765 15,240 83,399
b4,d(∆3) 1 4 15 64 309 1,600 8,547

b5,d(∆1) 1 120 3,651 79,140 1,548,701 29,375,460 551,997,751
b5,d(∆2) 1 60 1,501 30,540 585,811 11,044,080 207,154,921
b5,d(∆3) 1 20 311 5,260 94,881 1,755,360 32,741,851
b5,d(∆4) 1 5 31 325 4,931 86,565 1,590,231

Table 1. First values of bn,d(∆i) for 1 " i < n—the value is 1 for i ! n.
For instance, we read that b3,3(1), the number of 3-strand braids of degree
at most 3 whose third factor is 1—hence the number of positive 3-strand
braids of degree at most 2— is 19, as was seen in Example 1.9.

is 1, and σd
1 , whose dth factor is ∆2, i.e., σ1. For n = 3, using the enumeration

(1, σ1, σ2, σ2σ1, σ1σ2, ∆3) of simple 3-strand braids, we obtain

M3 =





1 0 0 0 0 0
1 1 0 0 1 0
1 0 1 1 0 0
1 1 0 0 1 0
1 0 1 1 0 0
1 1 1 1 1 1




,

from which we deduce for instance #Div(∆2
3) = b3,3(1) = 19.

Lemma 1.13 immediately implies:

Proposition 1.15. Assume n ! 2. Let ρ1, ... , ρr be the non-zero eigenvalues
of the matrix Mn, and m1, ... , mr be their respective multiplicities. Then there
exists for each r a degree mr polynomial Pr such that, for each d, we have

#Div(∆d
n) = P1(d)ρd

1 + ··· + Pr(d)ρd
r .(1.4)

Moreover, for each n, the generating function of the numbers #Div(∆d
n) is rational.

Similar results hold for all numbers bn,d(β). As the matrix Mn is an n! × n!
matrix, completing the computation is not so easy, even for small values of n.
Actually, Mn is highly redundant, with many columns repeated, and it has a zero
eigenvalue with high multiplicity. It is shown in [61] how to replace Mn with a
smaller matrix M̂n of size p(n) × p(n), where p(n) is the number of partitions
of n, i.e., the number of finite nonincreasing sequences (n1, ... , nk) satisfying n1 +
··· + nk = n. With such methods, one easily obtains the values listed in Table 1.

Also, using the reduced matrices M̂3 =

(
1 0 0
4 2 0
1 1 1

)
and M̂4 =





1 0 0 0 0
11 4 1 0 0
5 3 2 1 0
6 4 2 2 0
1 1 1 1 1




,
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one obtains the following explicit form for (1.4) in terms of the non-zero eigenvalues
of M3, namely 1 (double) and 2, and those of M4, namely 1 (double), 2, and 3±

√
6:

Proposition 1.16. For d ! 0, we have

#Div(∆d
3) = 8 · 2d − 3d− 7,

#Div(∆d
4) =

∑

±

3
20

(32 ± 13
√

6)(3±
√

6)d − 128
5

· 2d + 6d + 17.

The main interest of the above formulas is to show that each of the involved
parameters has an exponential growth with respect to d, in O(2d) for n = 3, and
in O((3 +

√
6)d) for n = 4. One easily deduces:

Corollary 1.17. For d ! 0, we have

#Div(∆d
3) = 2 · #Div(∆d−1

3 ) + 3d + 1,(1.5)

#Div(∆d
4) = 6 · #Div(∆d−1

4 )− 3 · #Div(∆d−2
3 ) + 32 · 2d − 12d− 34,(1.6)

with initial values #Div(∆0
3) = #Div(∆0

4) = 1, and #Div(∆4) = 24.

1.4. Connection with the symmetric group. The previous section con-
tains all results needed for the subsequent investigation of the connection between
the braid ordering and the Garside structure in Sections 2 and 3 below. However,
before turning to this study, we briefly mention here a connection of the adjacency
matrix Mn considered above and the so-called descents of a permutation.

By Lemma 1.3, there is a one-to-one correspondence between simple n-strand
braids and permutations of {1, ... , n}. Under this correspondence, the normality
condition of Lemma 1.7(iii) easily translates in the language of permutations.

Definition 1.18. For π a permutation of {1, ... , n} and 1 " i < n, we say that
i is a descent of π if π(i) > π(i + 1) holds.

Lemma 1.19. Assume that β, β′ are simple n-strand braids associated with the
permutations π and π′, respectively. Then the sequence (β, β′) is normal if and only
if every descent of π′−1 is a descent of π.

Proof. One easily checks that σi is a left divisor of a simple braid β if and only
if the strands starting at positions i and i + 1 cross in any positive braid diagram
representing β, and, therefore, if and only if we have π−1(i) > π−1(i + 1), i.e., i is
a descent of π−1. Symmetrically, σi is a right divisor of β if and only if the strands
finishing at positions i and i + 1 cross, hence if and only if we have π(i) > π(i + 1),
i.e., i is a descent of π.

Hence, another way of introducing the matrix Mn of Lemma 1.13 is to view
it as a matrix whose rows and columns are indexed by permutations of {1, ... , n},
and the (π, π′)-entry of Mn is 1 if and only if all descents of π′−1—also called the
recoils of π′—are descents of π. This makes the matrix Mn a quite natural object
in the combinatorial theory of the symmetric group Sn.

Using this language, the above mentioned result—that the non-singular part of
the size n! matrix Mn is a size p(n) matrix M̂n—turns out to be a counterpart of
classical results by Solomon about the descent algebra [187]. As will be explained
in Section 2.3 of Chapter XVI, this approach led to further questions about descents
of permutations, and, in particular, to very recent results announced in [108].
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2. Proving Property C using a counting argument

We come back now to the braid ordering, and apply the combinatorial results of
Section 1 to study the connection between this ordering and the finite sets Div(∆d

n),
i.e., the set of all n-strand braids of degree at most d.

In this section, we show how understanding the above connection may lead to
reproving the existence of the braid ordering. At the moment, no idea leading to
a proof of Property A is known, but there exists a simple scheme for establishing
Property C, at least when Property A is known. So far, that scheme has been
completed in the case n = 3 only, and this is the case we shall now consider.

2.1. The principle of the argument. Assume that X is a finite subset of Bn

and that (β1, ... , βN ) is a sequence of elements of X such that each quotient-braid
β−1

r βr+1 is σ-positive. Then, Property A guarantees that the braids βr are pairwise
distinct, so, if we can prove that N is the cardinality of X, we obtain a proof of
Property C restricted to the set X−1X, i.e., a proof that every non-trivial quotient
of elements of X is σ-positive or σ-negative.

By Garside theory, every braid in Bn is a quotient of braids in Div(∆d
n) for d

large enough. So, if, for some n, we are able
• to directly construct for each d a sequence Σd consisting of elements of Div(∆d

n)
with the property that the quotient of any two distinct entries is σ-positive or σ-
negative, and

• to prove that the length of the sequence Σd is the cardinality of Div(∆d
n),

then we obtain a proof of Property C for Bn.
Notice that a sequence Σd as above is unique, as it necessarily consists of the

<-increasing enumeration of the considered set X. So the actual problem is not
to prove an existence statement, but just to guess an explicit construction of the
sequence Σd, without using Property C, after which the rest should be a simple
verification.

2.2. A Pascal-like triangle. We shall now realize the previous scheme in the
case of 3-strand braids. In order to guess a recursive definition of the <-increasing
enumeration of the set Div(∆d

3), the counting formulas of Section 1 are essential:
in particular, the specific form of (1.5) suggests that the enumeration of Div(∆d

3)
might involve two copies of the enumeration of Div(∆d−1

3 ), and it is therefore not
surprising that the construction we shall describe below is reminiscent of a Pascal
triangle.

Our aim is to construct, for each d, a certain sequence of 3-strand braids of
degree at most d. We shall often appeal to a distinguished series of 3-strand braids—
that are connected with the powers of ∆3—and we first introduce them.

Definition 2.1. For d ! 0, we define θd to be (the braid represented by) the
length d suffix of the left infinite braid word ...σ2

2σ2
1σ2

2σ1.

Thus, we have θ1 = σ1, θ2 = σ2σ1, θ3 = σ2
2σ1, etc. Easy verifications give:

Lemma 2.2. For each d, we have θ2dσd
2 = ∆d

3, and θ2dσ2 = σiθ2d, with i = 1 if
d is odd, and i = 2 if d is even.

According to the scheme described in Section 2.1, we introduce now, for each d,
a certain sequence of 3-strand braids called Σd. It will eventually turn out that Σd

is the <-increasing enumeration of the divisors of ∆d
3.
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Σ3=θ0σ
[3]
2 +(Σ3,1)+θ1σ

[3]
2 +Σ3,2+θ2σ

[3]
2 +Σ3,3+θ3σ

[3]
2 +Σ3,4+θ4σ

[3]
2 +Σ3,5+θ4σ

[3]
2 +(Σ3,6)+θ6+σ[3]

2︸ ︷︷ ︸
σ2· σ1σ2·↙ ↘

︸ ︷︷ ︸
σ1· σ2σ1·↙ ↘

︸ ︷︷ ︸
σ2· σ1σ2·↙ ↘

· · · · · · · · · · · · · · · · · ·

Σ2= θ0σ
[2]
2 +(Σ2,1)+θ1σ

[2]
2 +Σ2,2+θ2σ

[2]
2 +Σ2,3+θ3σ

[2]
2 +(Σ2,4)+θ4σ

[2]
2︸ ︷︷ ︸

σ2· σ1σ2·↙ ↘
︸ ︷︷ ︸

σ1· σ2σ1·↙ ↘

Σ1= θ0σ
[1]
2 +(Σ1,1)+θ1σ

[2]
2 +(Σ1,2)+θ2σ

[3]
2︸ ︷︷ ︸

σ2· σ1σ2·↙ ↘

Σ0= θ0σ
[0]
2

Figure 1. Inductive construction of Σd as a Pascal triangle: the sub-
sequence Σd,r is obtained by (translating and) concatenating the subse-
quences Σd−1,r−1 and Σd−1,r, or Σd−1,r−2 and Σd−1,r−1, depending on
the parity of r; the parenthesized sequences are empty, but are included to
emphasize the pattern; if we forget about the subsequences θqσ

[d]
2 , we have

a Pascal triangle.

Notation 2.3. If Σ, Σ′ are sequences (of braids), we denote by Σ + Σ′ the
concatenation of Σ and Σ′, i.e., the sequence obtained by appending Σ′ after Σ. If
Σ is a sequence of braids, and β is a braid, we denote by βΣ the translated sequence
obtained by left multiplying each entry in Σ by β.

Notation 2.4. For d ! 0, we write σ[d]
2 for (1, σ2, ... , σ

d
2), and define Σd by

Σd = θ0σ
[d]
2 + Σd,1 + θ1σ

[d]
2 + Σd,2 + ··· + θ2d−1σ

[d]
2 + Σd,2d + θ2dσ

[d]
2 ,(2.1)

where Σd,1, ... ,Σd,2d are defined by Σd,1 = Σd,2d = ∅ and, for 2 " r " 2d− 1,

Σd,r =






σ1(Σd−1,r−1 + θr−1σ
[d−1]
2 + Σd−1,r) for r = 0 (mod 4),

σ2σ1(Σd−1,r−2 + θr−1σ
[d−1]
2 + Σd−1,r−1) for r = 1 (mod 4),

σ2(Σd−1,r−1 + θr−1σ
[d−1]
2 + Σd−1,r) for r = 2 (mod 4),

σ1σ2(Σd−1,r−2 + θr−1σ
[d−1]
2 + Σd−1,r−1) for r = 3 (mod 4).

The general scheme is illustrated in Figure 1: the sequence Σd is constructed by
starting with 2d+1 copies of σ[d]

2 translated by θ0, ... , θ2d and inserting (translated
copies of) fragments of the previous sequence Σd−1.

Example 2.5. The first values are Σ0 = θ0σ
[0]
2 = (1), then

Σ1 = θ0σ
[1]
2 + Σ1,1 + θ1σ

[1]
2 + Σ1,2 + θ2σ

[1]
2

= (1, b) + ∅+ a(1, b) + ∅+ ba(1, b) = (1, b, a, ab, ba, bab),
Σ2 = θ0σ

[2]
2 + Σ2,1 + θ1σ

[2]
2 + Σ2,2 + θ2σ

[2]
2 + Σ2,3 + θ3σ

[2]
2 + Σ2,4 + θ4σ

[2]
2

= (1, b, bb) + ∅+ a(1, b, bb) + a(a, ab) + ba(1, b, bb)
+ba(a, ab) + bba(1, b, bb) + ∅+ abba(1, b, bb)

= (1, b, bb, a, ab, abb, aa, aab, ba, bab, babb, baa, baab, bba,
bbab, bbabb, abba, abbab, abbabb).

One can check directly that the sequence Σd provides the <-increasing enumer-
ation of Div(∆d

3) for d = 0, 1, 2. We shall now prove:
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Proposition 2.6. For each d, the sequence Σd

(i) consists of divisors of ∆d
3,

(ii) is such that the quotient of any two entries is σ-positive or σ-negative,
(iii) has length equal to the cardinality of Div(∆d

3).

When this is established, the scheme described in Section 2.1 will have been
completed for the sets Div(∆d

3). We now sketch the main steps in the proof of
Proposition 2.6. Point (i) is easy:

Proof of Proposition 2.6(i). The result is true for d = 0. Assume d ! 1.
By construction, each entry in Σd either is of the form θqσe

2 with 0 " q " 2d and
0 " e " d, or it belongs to some subsequence Σd,r with 2 " r " 2d− 1. In the first
case, θqσe

2 is a right divisor of θ2dσe
2, which itself is a left divisor of θ2dσd

2 , hence,
by Lemma 2.2, of ∆d

3. So each entry θqσe
2 is a divisor of ∆d

3. As for the entries
coming from some subsequence Σd,r, by definition they are of the form βγ with β
in {σ2, σ1σ2, σ1, σ2σ1} and γ an entry in Σd−1. Then β is a divisor of ∆3, while,
by induction hypothesis, γ is a divisor of ∆d−1

3 , so, by Lemma 1.8, βγ is a divisor
of ∆d

3.

2.3. A quotient-sequence for Σd. We turn to Point (ii) in Proposition 2.6.
To establish it, we explicitly construct a sequence of braid words witnessing the
σ-positivity of the quotients of adjacent entries. These words involve the three
letters σ1, σ2, and σ−1

2 .

Notation 2.7. For d ! 0, we write (σ2)d for the sequence (σ2, ... , σ2) with σ2

repeated d times, and define Wd by W0 = ∅ and, for d ! 1,

Wd = (σ2)
d+(σ−d

2 σ1) + (σ2)
d+(σ−d

2 σ1)+Wd,2+(σ1σ
−d
2 )

+ (σ2)
d+(σ−d

2 σ1)+Wd,3+(σ1σ
−d
2 )+···

+ (σ2)
d+(σ−d

2 σ1)+Wd,2d−1+(σ1σ
−d
2 )+(σ2)

d+(σ1σ
−d
2 )+(σ2)

d,

with, for d ! 2,

Wd,2 = Wd,3 = (σ2)
d−1 + (σ1σ

−d+1
2 ) + Wd−1,2,

and, for d ! 3 and 4 " 2r " 2d− 4,

Wd,2r = Wd,2r+1 = Wd−1,2r−1 + (σ−d+1
2 σ1) + (σ2)

d−1 + (σ1σ
−d+1
2 ) + Wd−1,2r,

Wd,2d−2 = Wd,2d−1 = Wd−1,2d−3 + (σ−d+1
2 σ1) + (σ2)

d−1.

For instance—using B for σ−1
2 —we find W1 = (b)1 + (Ba) + (b)1 + (aB) + (b)1,

whence
W1 = (b, Ba, b, aB, b).

Then, similarly, we find W2 = (b)2 + (BBa) + (b)2 + (BBa) + W2,2 + (aBB) + (b)2 +
(BBa) + W2,3 + (aBB) + (b)2 + (aBB) + (b)2 with W2,2 = W2,3 = (b)1 = (b), whence

W2 = (b, b, BBa, b, b, BBa, b, aBB, b, b, BBa, b, aBB, b, b, aBB, b, b).

The pattern becomes more complicated for d ! 3 because non-trivial sequences Wd,r

appear only then.

Lemma 2.8. For each d, the sequence Wd is a quotient-sequence for Σd, i.e.,
the rth entry in Wd is a word representative of the quotient β−1β′ where β and β′

are the rth and (r + 1)st entries in Σd.
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We skip the proof, which consists in proving using an induction on d that Wd is
a quotient-sequence for Σd, and, moreover, that the subsequence Wd,r is a quotient-
sequence for the subsequence Σd,r. The details use the formulas of Lemma 2.2 and
require some care, but the general idea should be clear. Once this is done, it is easy
to complete our argument.

Proof of Proposition 2.6(ii). By definition, all entries in the sequence Wd

are σ-positive words, as they all are of the form σ2, σ1σ
−e
2 , or σ−e

2 σ1 with e " d. By
Lemma 2.8, the quotient between an entry and the next one in Σd is σ-positive. As
the product of two or more σ-positive words is σ-positive, the same holds for the
quotient between an entry and any entry that occurs after it in Σd.

2.4. A proof of Property C for B3. The last part of Proposition 2.6 that
remains to be proved is Point (iii), which claims, that, for eac d, the length of the
sequence Σd equals the cardinality of Div(∆d

3).

Proof of Proposition 2.6(iii). Let Nd denote the length of Σd. Comput-
ing Nd is not very difficult. However, there is no need to do this. Indeed, we saw
that the cardinality of Div(∆d

3) obeys the inductive rule (1.5). Therefore, in order
to prove the expected equality, it is sufficient to check that Nd obeys the same rule

Nd = 2Nd−1 + 3d + 1,(2.2)

and starts from the same initial value N1 = 6 (or N0 = 1). The latter point was
checked in Example 2.5. As for the induction rule, Figure 1 shows that most entries
in Σd−1 give rise to two entries in Σd. Precisely, each entry of Σd−1 not belonging
to a factor of the form θ2qσ

[d−1]
2 gives rise to two entries in Σd, and, conversely, each

entry in Σd not belonging to a factor θ2qσ
[d]
2 comes from such an entry in Σd−1.

There are d factors θ2qσ
[d−1]
2 in Σd−1, each of length d, and 2d + 1 factors θ2qσ

[d]
2

in Σd, each of length d + 1. So we obtain

Nd − (2d + 1)(d + 1) = 2(Nd−1 − d2),

and (2.2) follows.

We thus have completed the scheme of Section 2.1 in the case of the sets Div(∆d
3).

We deduce:

Proposition 2.9 (Property C for B3). Each non-trivial 3-strand braid is σ-
positive or σ-negative.

Proof. By Property A, the sequence Σd consists of pairwise distinct braids,
since the quotient of any two distinct entries is σ-positive or σ-negative. As the
length of Σd equals the cardinality of Div(∆d

3), every element of Div(∆d
3) must

occur in Σd, and, therefore, every element of B+
3 must occur in some sequence Σd.

Let β be an arbitrary 3-strand braid. By Proposition I.4.6, there exist positive 3-
strand braids β1, β2 such that β = β−1

1 β2 holds. For d large enough, the braids β1

and β2 occur in the sequence Σd and, therefore, their quotient β is either σ-positive
or σ-negative.
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2.5. A normal form. We can deduce from the above results more information
about the σ-ordering of 3-strand braids. However, we shall give a sketch only,
because all results below will be reproved and extended in Chapter VII.

So far, we introduced the sequence Σd as a sequence of braids. The explicit
rule of Definition 2.4 specifies not only a braid, but, also, a distinguished word
representative for that braid.

Notation 2.10. We denote by Σd the sequence of braid words defined by the
recursive rule of Notation 2.4.

So, for instance, Σ1 is the sequence of braid words (1, b, a, ab, ba, bab). It is easy
to inductively check that, for d " d′, all words occurring in Σd occur in Σd′ . More-
over, the enumeration orders are compatible: if w occurs before w′ in Σd, it also oc-
curs before w′ in Σd′ . So, for d " d′, there exists an injection fd,d′ of Σd into Σd′ , and
it is natural to introduce the direct limit Σ of the system (Σd, fd,d′): the sequence Σ
is an infinite sequence of 3-strand braid words that is indexed by ordinal numbers
smaller than ωω and starts with ε, b, bb, bbb, ... , a, ab, abb, ... , aa, aab, ... , ba, bab, ...
By construction, each braid in B+

3 has a unique word representative in Σ, i.e., Σ
defines a normal form in B+

3 . Moreover, by construction, the order in which words
appear in Σ corresponds to the position of the braids they represent in the σ-
ordering of B+

3 .
The point is that both the normal words and their ordering can be easily

described: as an inspection of the recursive construction shows, the words that
appear in Σ can be characterized by conditions on the sizes of the blocks of σ1’s
and σ2’s they contain, and they turn out to be (up to exchanging σ1 and σ2) the
Φ-normal words that will be introduced in Definition VII.2.2, while their order is
(up to exchanging σ1 and σ2) the ordering <+ of Definition VII.2.14.

So, the current approach is another way of proving that every 3-strand braid
admits a unique Φ-normal word representative, and that the ordering of such braids
corresponds to a ShortLex-ordering of the normal forms. Further results, like
Property S for B3, i.e., the result that βσ1 > β and βσ2 > β hold for each β in B+

3 ,
and the fact that the restriction of the σ-ordering to B+

3 is a well-ordering of ordinal
type ωω can be then read on the sequences Σd, but we shall not go into details here.

3. The increasing enumeration of Div(∆d
n)

Apart from possibly providing a new construction of the σ-ordering of braids,
our current combinatorial approach can be used to establish new properties of the
ordering once its existence is known. Our ultimate goal would be to give a complete
description for the σ-ordering of the positive n-strand braids of degree at most d.
The task is easy for d = 1, i.e., when we consider simple braids, but, starting with
degree two, things become much more complicated—as the results of Section 2
showed. What we shall do here is to establish general results about the structure
of the chains (Div(∆d

n), <). The main results are Propositions 3.11 and 3.14, which
connect (Div(∆d

n), <) and (Div(∆d
n−1), <). These results explain the constructions

of Section 2 and should make them more easily understandable.

3.1. The case of simple braids. In the case of simple braids, i.e., when we
restrict to positive braids that divide some ∆n, completely describing the braid
ordering is easy.
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Proposition 3.1. Assume that β, β′ are simple n-strand braids. Let π and π′

be the permutations associated with β and β′. Then β < β′ holds if and only if the
sequence (π(1), ... , π(n)) is lexicographically smaller than (π′(1), ... , π′(n)).

Proof. The proof, which uses an induction on n ! 2, is an easy exercise. For
n = 2, the only braids to consider are 1 and σ1, with associated permutations the
identity permutation and the transposition (1, 2), and the result is clear.

Assume n ! 3. For r ! 1, define σr,1 = σr−1...σ2σ1. Let r = π(1), and let π1 be
the permutation of {1, ... , n − 1} defined by π1(i) = π(i + 1) for π(i + 1) < r and
π1(i) = π(i + 1)− 1 for π(i + 1) > r. Finally, let β1 the simple (n− 1)-strand braid
associated with the permutation π1. By the criterion of Lemma 1.2(iii), the braid
σr,1sh(β1) is simple, and the associated permutation is π. Hence, by Lemma 1.3,
we have β = σr,1sh(β1). Similarly, starting with r′ = π′(1), we find β′ = σr′,1sh(β′

1)
for some simple braid β′

1 associated with the permutation π′
1 analogous to π1.

Assume first r = r′. Then we obtain β−1β′ = sh(β−1
1 β′

1). By induction hy-
pothesis, β1 < β′

1 holds if and only if the sequence (π1(1), ... , π1(n − 1)) is lexico-
graphically smaller than the sequence (π′

1(1), ... , π′
1(n − 1)). By construction, this

happens if and only if the sequence (π(2), ... , π(n)) is smaller than (π′(2), ... , π′(n)),
and this is the expected result.

Assume now r 0= r′, say r < r′. Then we obtain

β−1 · β′ = sh(β−1
1 ) · σ−1

r,1 · σr′,1 · sh(β′
1).(3.1)

As shown in Figure 2, we have

σ−1
r,1 · σr′,1 = σr′,1 · sh(σ−1

r,1 ) = sh(σr′−1,1) · σ1 · sh(σ−1
r,1 ).

Inserting the last expression in (3.1) gives a σ1-positive word representing β−1β′.
The case r > r′ is symmetric, leading to a σ1-negative expression for β−1β′.

r

r′

︸ ︷︷ ︸
σ−1
r,1

︸ ︷︷ ︸
σr′,1

︸ ︷︷ ︸
= sh(σr′−1,1)

︸ ︷︷ ︸↑
σ1 sh(σ−1

r,1 )

Figure 2. The relation σ−1
r,1 ·σr′,1 = σr′,1 · sh(σ−1

r,1 ) for r < r′—here with
r = 3 and r′ = 5.

As soon as we consider degree two and higher, the connection becomes prob-
lematic. The greedy normal form provides for each degree two braid a distinguished
decomposition as a product of two simple braids, hence a pair of permutations, and,
after Proposition 3.1, one might expect that the braid associated with a pair of per-
mutations (π1, π2) is smaller than the braid associated with (π′

1, π
′
2) if and only if

the pair (π1, π2) is lexicographically smaller than the pair (π′
1, π

′
2), or something

similar. This would show that the ordering of degree two braids is a lexicographical
extension of the ordering of simple braids, and provide a complete and satisfac-
tory description. Such a simple connection does not exist. For instance, we have
σ1σ

2
2 < σ2

1 , and the greedy normal forms are (σ1σ2, σ2) and (σ1, σ1): as σ1σ2 > σ1
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holds, the first sequence is larger than the second. Considering a reversed lexico-
graphical ordering would not help: for σ2

1σ2 < σ2σ1, the greedy normal forms are
(σ1, σ1σ2) and (σ2σ1, 1), and now the second coordinate decreases. The compati-
bility is not better with the right version of the greedy normal form mentioned in
Remark 1.10: ∆3σ1 > ∆3σ2 holds, but, in any reasonable sense, the right normal
form of ∆3σ1, namely (σ2, ∆3), is smaller than that of ∆3σ2, namely (σ1, ∆3).

3.2. The sequences Sn,d. The previous counter-example suggests that, for
d ! 2, the restriction of the σ-ordering to braids of degree at most d has no simple
description. What we shall do from now on is to establish partial results in view
of such a description. These results involve the <-increasing enumeration of the
set Div(∆d

n), i.e., the finite sequence obtained when all n-strand braids of degree
at most d are listed in increasing order. We shall use the following notation:

Notation 3.2. For n ! 2 and d ! 0, we denote by Sn,d the <-increasing
enumeration of Div(∆d

n).

As announced above, our aim is to give a description of the sequences Sn,d that
is as complete as possible. The main results are Proposition 3.11, which describes
the sequence Sn,d in terms of a certain number h1(∆d

n) of shifted and translated
copies of Sn−1,d, and Proposition 3.14, which determines the number h1(∆d

n) in
terms of the matrix Mn of Section 1.

It follows from the results of Section 2 that, for each d, the sequence S3,d is
the sequence Σd of Notation 2.4. So, in that specific case, Sn,d admits a recursive
construction in terms of Sn,d−1 and of the sequences denoted σ[e]

2 , which are the
sequences S2,e, i.e., Sn−1,e. We shall establish a general version of such results for
every n.

It is useful to think of Div(∆d
n) as a finite subset of the Cayley graph of Bn—

more precisely, of B+
n—relative to the generators σi. We recall that the latter is

the labeled oriented graph with vertex set Bn such that there exists a σi-labeled
edge from β to β′ if and only if β′ = βσi holds in Bn. Then, the sequence Sn,d

is a distinguished path through (the Cayley graph of) Div(∆d
n). For instance, we

display in Figure 3 (left) the increasing enumeration of Div(∆2
3).

The above representation can be improved. By definition, the sequence Sn,d

is <-increasing, hence, for any two adjacent entries β, β′, there exists a σ-positive
word representing β−1β′, hence a σ-positive path connecting β to β′ in the Cayley
graph of Bn. Proposition V.3.3 says more: as both β and β′ are divisors of ∆d

n, there
must exist a σ-positive word representing β−1β′ that is drawn from β in Div(∆d

n),
i.e., a σ-positive path from β to β′ that entirely remains inside the Cayley graph
of Div(∆d

n). In the case n = 3, the property can be checked directly from the explicit
construction of the sequence Wd, and it is illustrated for ∆2

3 on Figure 3 (right):
all edges visited by the grey path belong to our graph—while a priori it might well
happen that, in order to obtain σ-positive connections, we have to go outside of
the restricted graph. This situation is general: Proposition V.3.3 guarantees that,
for all n and d, there exists a path as above.

3.3. The partial orders <i. Our analysis of the sequences Sn,d consists in
introducing a filtration of the σ-ordering in terms of partial orderings.

If β, β′ are braids, then, by definition, β < β′ holds if the quotient β−1β′ is
σi-positive for some i . We obtain a natural refinement by bounding the index i.
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1

∆2
3

1

∆2
3

Figure 3. Two representations of the sequence S3,2 as a path visiting
each vertex in the Cayley graph of Div(∆2

3); plain arrows represent σ1,
dotted arrows represent σ2; on the left, we do not care about the quotient
between successive entries and just visit each vertex once; on the right, we
exhibit σ-positive words drawn inside Div(∆2

3) that witness the transitions;
the resulting path is bbBBabbBBabaBBbbBBabaBBbbaBBbb.

Definition 3.3. For β, β′ in B∞ and i ! 1, we say that β <i β′ holds or,
equivalently, that (β, β′) is a σi-jump, if β−1β′ is σj-positive for some j " i.

Lemma 3.4. For each i, the relation <i is a strict partial ordering of B∞ that
refines <. For i " j, the relation <i refines <j, and < is the union of all <i.

Proof. The relation <i is transitive because the concatenation of a σi-positive
word and a σj-positive word is a σmin(i,j)-positive word. It is antireflexive, and
therefore antisymmetric, because of Property A.

Example 3.5. The <-increasing enumerations of the divisors of ∆3 and of ∆2
3,

i.e., the sequences S3,1 and S3,2, have been shown in Example 2.5. When we
indicate for each step the height of the corresponding jump, we find for S3,1:

1 <2 b <1 a <2 ab <1 ba <2 ∆3,

where we recall a, b,... stand for σ1, σ2,... For instance, (ab, ba) is a σ1-jump, because
we have (ab)−1(ba) = BAba = BbaB = aB, a σ1-positive expression. Similarly, we
obtain for S3,2:

1 <2 b <2 bb <1 a <2 ab <2 abb <1 aa <2 aab <1 ba <2 bab <2 babb <1 baa

<2 baab <1 bba <2 bbab <2 bbabb <1 abba <2 abbab <2 abbabb.

It is then natural to count the various σi-jumps in the sequences Sn,d.

Definition 3.6. For β a positive braid and i ! 1, we define the σi-height hi(β)
of β to be the number of σi-jumps in the <-increasing enumeration of Div(β),
augmented by 1.

For instance, we can read on Example 3.5 the values h1(∆3) = 3, h2(∆3) = 6,
h1(∆2

3) = 7, h2(∆2
3) = 19. Note that, by definition, a σ1-jump is a σ2-jump, and

that is why, for instance, h2(∆3) is the total number of divisors of ∆3. It is not
hard to check that the σi-height of β can equivalently be defined as the maximal
length of a <i-chain included in Div(β). The following basic observations are easy:
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Proposition 3.7. (i) For every positive braid β in B+
n, we have

h1(β) " h2(β) " ... " hn−1(β) = #Div(β).(3.2)

(ii) For all positive braids β, β′ and i ! 1, we have

hi(ββ′) ! hi(β) + hi(β′)− 1.(3.3)

Proof. The inequalities of (3.2) directly follow from the implications of Lem-
ma 3.4. As for the last equality, by definition, every <-chain included in B+

n is a
<n−1-chain, hence the maximal <n−1-chain in Div(β) is Div(β) itself, and hn−1(β)
is the cardinality of Div(β). As for (3.3), the result is obvious since the concatena-
tion of two <i-chains is a <i-chain.

Using (3.3) and the coarse upper bound #Div(∆d
n) " (n!)d that follows from

Lemma 1.8, we deduce

d · hi(∆n)− d + 1 " hi(∆d
n) " (n!)d(3.4)

for all i, n, d. The numbers hi(∆n) will turn out to be important parameters for
describing the sequences Sn,d, and better estimates will be given below.

3.4. The structure of shi-classes. For each i with 1 " i < n, the chain Sn,d

—or, more generally, every chain (Div(β), <) for β a positive n-strand braid—can
be decomposed into intervals containing no σi-jump and separated by σi-jumps. We
shall now describe the structure of each of these intervals more precisely, namely
show that they are lattices with respect to left divisibility.

For each i, the image of B∞ under shi is a subgroup of B∞, so β−1β′ ∈ shi(B∞)
defines an equivalence relation on arbitrary braids, hence on positive braids as well.

Notation 3.8. For i ! 0 and β, β′ positive braids, we say that β ≡i β′ holds
if β−1β′ belongs to the image of shi.

In the sequel, we use ≡i to partition Div(β) into subsets, naturally called shi-
classes. By definition, β ≡0 β′ holds for all β, β′, while, for β, β′ in B+

n, the relation
β ≡n β′, and, more generally, β ≡i β′ with i ! n, holds only for β = β′. So the
interesting cases are 1 " i " n − 1 only. Figure 4 shows that Div(∆3) contains
three sh1-classes, while Div(∆2

3) contains seven of them.

Figure 4. The sh1-classes in Div(∆3) and Div(∆2
3)—we recall that the

plain arrows represent σ1, while the dotted arrows represent σ2; in the case
of B3, being ≡1-equivalent just means that the quotient is a power of σ2.
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The connection between σi-jumps and shi-classes easily follows from their def-
initions:

Lemma 3.9. For β < β′, the relation β ≡i β′ holds if and only if there is no
σi-jump between β and β′.

Here comes the main structure result about shi-classes.

Proposition 3.10. Assume that β is a positive braid, and C is a shi-class
in Div(β). Let β∗ and β∗ be the <-extremal elements of C. Then β∗ is a left
divisor of every element of C, and the left translation by β∗ defines an isomorphism
of (Div(β−1

∗ β∗),#, <) onto (C,#, <). In particular, (C,#) is a lattice.

Proof. By Lemma 3.9, C is the <-interval determined by β∗ and β∗, i.e., we
have C = {γ ∈ Div(β) | β∗ < γ < β∗}.

Firstly, we claim that C is closed under the gcd operation. Assume γ, γ′ ∈ C.
Let γ0, γ′

0 be defined by γ = gcd(γ, γ′)γ0 and γ′ = gcd(γ, γ′)γ′
0. The hypothesis

that γ−1γ′ belongs to the image of shi implies that there exist positive braids γ1, γ′
1

satisfying γ−1γ′ = shi(γ1
−1γ′

1). By definition of the gcd, there exists a positive
braid β1 satisfying shi(γ1) = β1γ0 and shi(γ′

1) = β1γ′
0. Because β1 is positive, this

implies that γ0 belongs to the image of shi, and, therefore, that gcd(γ, γ′) belongs
to C.

Then, C is closed under the lcm operation. Indeed, the definition of γ0 and γ′
0

and the compatibility of the lcm operation with multiplication on the left imply

lcm(γ, γ′) = gcd(γ, γ′) · lcm(γ0, γ
′
0).(3.5)

As γ0 and γ′
0 lie in the image of shi, so does lcm(γ0, γ′

0), and we deduce from (3.5)
that lcm(γ, γ′) belongs to C.

As C is finite, it admits a global gcd which, by the above closure result, has
to lie in C. By construction, the linear ordering < extends the partial divisibility
ordering #, this global gcd must be the <-minimum β∗ of C. Symmetrically, C
admits a global lcm, which must be the <-maximum β∗. So, at this point, we know
that β∗ is a left divisor of every element in C, and β∗ is a right multiple of each
such element, that is, we have

C ⊆ {γ ∈ B+
∞ | β∗ # γ # β∗}.(3.6)

Now, on the other hand, β∗ # γ # β∗ implies β∗ " γ " β∗, hence γ ∈ C, in all
cases, and so the inclusion in (3.6) is an equality.

Now, let f be the left translation by β∗ defined on Div(β−1
∗ β∗). As the

monoid B+
∞ admits left cancellation, f is injective. By construction, it preserves

the partial divisibility order #, so the image of Div(β−1
∗ β∗), which is the set

{γ | 1 # γ # β−1
∗ β∗}, is {γ ∈ B+

∞ | β∗ # γ # β∗}, which is C. Moreover, by
construction, f preserves the linear order <, so it provides the expected isomor-
phism.

So, for every n-strand braid β, the increasing enumeration of (Div(β), <) is ob-
tained by concatenating hi(β) copies of chains of the form (Div(β′), <), where, by
construction, β′ lies in shi(B+

n−i). In other words, Div(β) is obtained by concate-
nating hi(β) shifted copies of chains of the form (Div(β′), <) with β′ in B+

n−i—see
Figure 5. In particular, for β = ∆d

n, we find
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C

β∗

β∗

1

σi1

σi2

σi3

β

Figure 5. Decomposition of (Div(β), <) into shi-classes: each class C
is a lattice with respect to divisibility, and it is itself a translated copy
of some chain (Div(β′), <) with β’ of lower index than β; the increasing
enumeration of Div(β) exhausts the first class, then jumps to the next one
by an σi-jump, etc.; the number of classes is hi(β).

Proposition 3.11. For each n and each i with i < n, the sequence Sn,d is ob-
tained by concatenating hi(∆d

n) subsequences, each of which is a shifted and trans-
lated copy of some initial fragment of Sn−i,d.

Proof. Let C be a shi-class in Div(∆d
n). By Proposition 3.10, there exist

divisors β∗ and β∗ of ∆d
n such that (C,#, <) is isomorphic to (Div(β′), #, <), with

β′ = β−1
∗ β∗. By construction, we have 1 # β∗ # β∗ # ∆d

n, so β′, which is a right
divisor of the left divisor β∗ of ∆d

n, is itself a divisor of ∆d
n. Hence, by Lemma 1.8,

β′ has degree at most d. On the other hand, β′ belongs to the image of shi, i.e.,
there exists a positive braid β′

1 in B+
n−i such that β′ = shi(β′

1) holds. As the shift
endomorphism preserves the normal form, and therefore the degree, β′

1 has degree
at most d, so it is a divisor of ∆d

n−i.

The case of ∆2
3 and ∆4 are illustrated in Figures 6 and 7. The reader can check

that Definition 2.4 exactly reflects Proposition 3.11.

1

2

3

4 5

67

9

10

11

1314

15 16

17

18

19

12

8

1
∆2

3

Figure 6. The sequence S3,2 viewed as a concatenation of sh1-classes,
i.e., of intervals of the form S2,e separated by σ1-jumps—plain arrows.
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1
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1011
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2

1415
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23
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1

∆4

Figure 7. The sequence S4,1 viewed as a concatenation of sh1-classes
separated by σ1-jumps; in this case, each sh1-class is isomorphic to the
lattice (Div(∆3), <, #), hence its enumeration is a copy of S3,1—a general
fact in degree one.

3.5. The σi-height of ∆d
n. We shall complete our description of the se-

quences Sn,d by determining the height parameters hi(∆d
n) explicitly. We recall

that, for β a positive braid, the σi-height hi(β) of β is the number of σi-jumps in
the <-increasing enumeration of β.

By Lemma 3.9, hi(β) is the number of shi-classes in Div(β), so the point is to
count shi-classes in Div(β). To this end, we shall characterize the maximal elements
of each class, and then count such elements using the results of Section 1.

Lemma 3.12. Assume β′ # β ∈ B+
∞. Then β′ is the maximum of its shi-class

in Div(β) if and only if the relation β′σj # β fails for j ! i + 1.

Proof. The condition is necessary: if β′σj lies in Div(β) for some j ! i + 1,
then we have β′σj ≡i β′ and β′σj > β′, so β′ cannot be maximal in its shi-class.
Conversely, assume that β′ is not maximal in its shi-class. Then there exists β′′

satisfying β′ < β′′ and β′′ ≡i β′. By Proposition 3.10, the lcm of β′ and β′′

is also ≡i-equivalent to β′. Let β1 = β′−1lcm(β′, β′′). By construction, β1 is a
non-trivial positive braid that lies in the image of shi. Therefore, there exists at
least one index j ! i + 1 such that σj is a left divisor of β1: for that j, we have
β′ ≺ β′σj # lcm(β′, β′′) # β, which shows that β′σj lies in Div(∆d

n).

Applying the previous criterion to the braids ∆d
n, we obtain:

Lemma 3.13. For β in Div(∆d
n) and 1 " i < n, the following are equivalent:

(i) The braid β is <-maximal in its shi-class;
(ii) The dth factor of β is right divisible by shi(∆n−i);
(iii) The (d + 1)st factor of β shi(∆n−i) is shi(∆n−i).

Proof. By Lemma 3.12, (i) is equivalent to
(i)’ The braid βσj does not belong to Div(∆d

n) for any j with j ! i + 1;
and it suffices to establish the equivalence of (i)’ with (ii) and (iii). For i = n− 1,
(i)’ is vacuously true, while (ii) and (iii) always hold. So the expected equivalences
are true. We henceforth assume i " n− 2.

Let β belong to Div(∆d
n), and let βd be the dth factor in the normal form of β.

For j < n, saying that βσj does not belong to Div(∆d
n) means that the normal
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form of βσj has length d + 1, hence, equivalently, that the normal form of βdσj has
length 2. This occurs if and only if σj is a right divisor of βd. So (i)’ is equivalent to
βd being right divisible by all σj ’s with j ! i+1, hence to βd being right divisible by
the (left) lcm of these elements, which is shi(∆n−i). So (i)’ and (ii) are equivalent.

With the same notation, assume that the dth factor βd in the normal form of β
is divisible by shi(∆n−i) on the right, then (βd, shi(∆n−i)) is a normal sequence as
no σj with j ! i+1 from shi(∆n−i) may pass to βd. Hence (β1, ... , βd, shi(∆n−i)) is
a normal sequence, necessarily the normal form of β shi(∆n−i). So (ii) implies (iii).
Conversely, assume that the normal form of β shi(∆n−i) is (β1, ... , βd, shi(∆n−i)).
Then (βd, shi(∆n−i)) is normal, hence βd is divisible on the right by each σj that is
a left divisor of shi(∆n−i), i.e., by each σj with j ! i + 1. Hence βd is divisible on
the right by the left lcm of these σj ’s, which is shi(∆n−i). So (iii) implies (ii).

Appealing to the results of Section 1 about the number of braids whose normal
form satisfies given constraints, we can now complete the computation.

Proposition 3.14. For 1 " i < n, we have

hi(∆d
n) =

∑

β right divisible by ∆n−i

bn,d(β) = bn,d+1(∆n−i).(3.7)

Proof. By Lemma 3.9, hi(∆d
n) is the number of shi-classes in Div(∆d

n). Each
class contains exactly one maximum element. By Lemma 3.13, these maximal ele-
ments are characterized both by their dth factor being right divisible by shi(∆n−i),
and by the (d + 1)st factor of their product by shi(∆n−i) being the latter. Owing
to the definition of the numbers bn,d(β)—Definition 1.11—we deduce

hi(∆d
n) =

∑

β right divisible by shi(∆n−i)

bn,d(β) = bn,d+1(shi(∆n−i)).

Now, the flip mapping Φn is an automorphism of the monoid B+
n, hence we have

bn,d(Φn(β)) = bn,d(β) for each simple n-strand braid, and we obtain (3.7) by using
the equality shi(∆n−i) = Φn(∆n−i), which follows for instance from the fact that
both terms represent the lcm of σn−i, ... , σn−1.

For i = n−1, as every simple braid is divisible by 1 on the right, Relation (3.7)
reduces to hn−1(∆d

n) =
∑

β simple bn,d(β) = bn,d+1(1) = #Div(∆d
n), a special case

of the relation hn−1(β) = #Div(β) of Proposition 3.7—and a trivial equality as, by
definition, every jump in Sn,d is a σn−1-jump.

Using Proposition 3.14, it is easy to read the first values of hi(∆d
n) on Table 1,

for instance h1(∆3) = b3,2(∆2) = 3, etc. By solving the recursive characterization
of Lemma 1.13, one obtains closed formulas for n = 3 and 4:

Proposition 3.15. For d ! 1, we have

h1(∆d
3) = 2 · 2d − 1, h1(∆d

4) =
∑

±

1
20

(4 ±
√

6)(3 ±
√

6)d +
8
5
· 2d − 1.

3.6. The σ1-content of a braid. As an application of the previous results, we
can now precisely determine the value of the parameter called σ1-content, that was
introduced in Section V.2.6 for analyzing handle reduction. We recall that, for β
a positive braid, the σ1-content c1(β) of β is defined to be the maximal number
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of letters σ1 in a σ-positive braid word drawn in Div(β). It is not surprising that
this number is connected with the σ1-height of β, i.e., the number of σ1-jumps
in (Div(β), <). However, establishing the connection requires a little care.

Proposition 3.16. For each positive braid β, the σ1-content of β is h1(β)− 1.

Proof. Assume that w is a σ-positive word drawn in Div(β) from β0. At the
expense of adding to w a positive prefix that represents β0, we may assume β0 = 1.
Let m be the number of letters σ1 in w, and let β0(= 1), ... , βN (= β) be the <-
increasing enumeration of Div(β). By definition, all prefixes of w represent divisors
of β, so, letting % be the length of w, there exists a map f : {0, ... , %}→ {0, ... , N}
such that, for each r, the length r prefix of w represents βf(r). By construction,
we have f(0) = 0 and f(%) = N . In general, the function f need not be increasing.
Now, let r1, ... , rm be the m positions in w where σ1 occurs, completed with r0 = 0.
Then, in the prefix of w of length r1, i.e., in the subword of w corresponding to
positions from r0 + 1 to r1, there is one σ1, plus letters σ±1

i with i ! 2 (Figure 8).
This subword is therefore σ-positive, hence we must have βf(r0) < βf(r1), which
requires f(r0) < f(r1). Moreover, β−1

f(r0)
βf(r1) is a braid that admits at least one

σ1-positive word representative, so the pair (βf(r0), βf(r1)) is a σ1-jump. The same
is true for (f(r1), f(r2)), etc. Hence the number of σ1-jumps in the increasing
enumeration of Div(β) is at least m, i.e., we have h1(β) ! m + 1.

Conversely, assume that β is a positive n-strand braid. We have to prove that
there exists a σ-positive word representing β and containing h1(β)−1 letters σ1 that
is drawn in Div(b): as was already observed in Section 3.2, this is what Proposi-
tion V.3.3 says. Indeed, such a word is obtained by concatenating σ-positive words
drawn in Div(β) and witnessing the successive transitions in the <-increasing enu-
meration of Div(β).

a σ-positive
word drawn in Div(β)

the increasing
enumeration of Div(β)β0 β1 β2 <1 β3 β4 β5 <1 β6 β7 β8

f(0) f(2) f(1) f(4) f(3) f(5)
f(7)

f(6)

Figure 8. Proof of Proposition 3.16: as usual, thick arrows represent σ1;
the function f need not be increasing, but the projection of a thick arrow
upstairs must include at least one thick arrow downstairs, i.e., at least one
σ1-jump.

Thus the results of Section 3.5 directly apply, and, in particular, they provide
explicit values for n = 3 and 4, namely

c1(∆d
3) = 2 · 2d − 2 and c1(∆d

4) =
∑

±

1
20

(4 ±
√

6)(3 ±
√

6)d +
8
5
· 2d − 2.

Even for 3-strand braids, c1(∆d
n) grows exponentially in the degree d. So we cannot

expect to obtain a polynomial complexity bound for handle reduction in this way.

Remark 3.17. In [62], the flipped version <Φ of the σ-ordering is considered
instead of <, i.e., one takes into account the generator with highest index rather
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than that with lowest index. Then some statements take a slightly better form: for
instance, shi(B+

∞) is replaced with Bi, and shi(∆n−i) is replaced with ∆i. Both
frameworks are equivalent, as going from one to the other just means applying the
flip automorphism Φn.
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CHAPTER VII

Alternating Decompositions

We have seen in Chapter VI that there exists no simple connection between
the σ-ordering of braids and the greedy normal form of braids associated with the
Garside structure of B+

n. The aim of this chapter is to describe another normal
form that, contrary to the greedy normal form, provides the expected connection,
allowing in particular to compare braids by a mere inspection of their normal forms.
This normal form stems from a new idea, namely decomposing a positive braid into
a product of factors alternately lying in two submonoids, as in the case of an
amalgamated sum. However, it is very close in spirit to the greedy normal form,
and, in particular, it is equally easy to compute.

The current approach is a continuation and an outcome of the combinatorial
approach developed by Serge Burckel in his unpublished PhD thesis [26] and in the
papers [27, 28, 29]. Burckel’s method consists in encoding positive braid words by
finite trees and introducing a well-ordering of the positive braid words using some
natural ordering of the associated trees. The main result is that, if β, β′ are positive
braids, then β <Φ β′ holds if and only if the least word representing β is smaller
than the least word representing β′. This enabled Burckel to prove that (B+

n, <) is
order-isomorphic to the ordinal ωωn−2

, thus obtaining a constructive version of the
well-orderability result previously established by Laver in [136] using the methods
described in Section 4 of Chapter IV.

Burckel’s remarkable work remained confidential because of its strongly syn-
tactical flavour combined with a high combinatorial complexity. Only recently an
alternative approach was discovered that bypasses the use of trees, and directly
constructs Burckel’s normal form of positive braids by a simple algorithm similar
to the computation of the greedy normal form [42]. This new approach does not
replace Burckel’s results, but, hopefully, it helps making them more easily under-
standable. Another benefit of the new construction is that it extends to a wide class
of monoids, in particular to the so-called dual braid monoids, as will be explained
in Chapter VIII.

As for the various possible constructions of the braid ordering, the current
approach leads to a proof of Properties C and S, but it seems irrelevant to proving
Property A. On the other hand, as for properties of the braid ordering that can be
proved once its existence is known, the main result is the recursive characterization
of the ordering of B+

n from the ordering of B+
n−1 stated as Proposition II.4.6. This

result leads in particular to a simple comparison algorithm with proven quadratic
complexity, and to Burckel’s above mentioned result about the ordinal type of the
ordering of B+

n.
The organization of the chapter is as follows. In Section 1, we describe the so-

called Φn-splitting, a distinguished decomposition for every of B+
n in terms of a finite

sequence of braids of B+
n−1. In Section 2, we deduce from the splitting procedure

121
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both a normal form and a linear ordering of positive braids. In Section 3, we
describe Burckel’s notion of an irreducible braid word and, building on the results
proved by Burckel, we show that the Φ-normal words of Section 2 and Burckel’s
irreducible words do coincide. Finally, in Section 4, we list the applications of
the previous results, in particular the above mentioned recursive definition of the
ordering of B+

n from the ordering of B+
n−1.

1. The Φn-splitting of a braid in B+
n

Here we explain how to associate with every braid β of B+
n a finite sequence

of braids of B+
n−1 that unambigously specifies β. The construction is based on the

easy remark that B+
n−1 is a submonoid of B+

n that is closed under formation of least
common multiples and, therefore, every braid of B+

n admits a unique maximal left
divisor that lies in B+

n−1.

1.1. Heads and tails. The key point in the construction of the greedy normal
form for B+

n as described in Section VI.1 is the fact that, for each braid β in B+
n,

there exists a maximal simple braid β1 that is a left divisor of β—or a right divisor
of β if we consider the right greedy form of Remark VI.1.10. We shall see that,
in a monoid like B+

n where least common multiples exist, not much is needed to
guarantee the existence of such an element.

First we recall our notation. A positive braid β′ is said to be a left divisor
of β, denoted β′ # β—or, equivalently, that β is a right multiple of β′—if there
exists a positive braid γ satisfying β = β′γ. We use Div(β) for the set of all left
divisors of β. Symmetrically, β′ is a right divisor of β if β = γβ′ holds for some
positive γ. The length %(β) of a positive braid β is the common length of all positive
braid words representing β. As %(ββ′) = %(β) + %(β′) always holds, β′ being a left
(or a right) divisor of β implies %(β′) " %(β). By Proposition VI.3.10, any two
braids β, β′ in B+

n admit a unique least common right multiple, denoted lcm(β, β′),
and a unique greatest left common divisor, denoted gcd(β, β′).

We shall start from the following basic observation.

Lemma 1.1. Assume that X is a subset of B+
n that contains 1 and is closed

under right lcm (resp. under left lcm). Then, for each β in B+
n, there exists a

unique maximal left (resp. right) divisor of β that lies in X.

Proof. For γ in Div(β), the length of γ belongs to the finite set {0, 1, ... , %(β)}.
Hence,the set Div(β) ∩ X, which is nonempty as it contains at least 1, contains
an element β1 whose length is maximal. Let β′ be any element of Div(β) ∩ X.
Then, by hypothesis, lcm(β′, β1) lies in X, and we have β1 # lcm(β′, β1), hence
%(β1) " %(lcm(β′, β1)). By the choice of β1, we must have %(lcm(β′, β1)) = %(β1),
hence lcm(β′, β1) = β1, which means that β′ is a left divisor of β1. So β1 is a
maximal left divisor of β lying in X. Moreover, it is unique, as, if β′

1 is another
such element, we have β1 # β′

1 # β1, hence β1 = β′
1 since 1 is the only invertible

element in the monoid B+
n.

Definition 1.2. Under the hypotheses of Lemma 1.1, the maximal left divisor
(resp. right divisor) of β that lies in X is called the X-head (resp. the X-tail) of β.

By definition, the simple n-strand braids of Chapter VI are the left and the
right divisors of ∆n, so their family is closed both under right lcm and left lcm, and
Lemma 1.1 is precisely what is needed to extract the first factor in the left—or in
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the right—greedy normal form: thus the first factor in the left greedy normal form
of a positive n-strand braid is its Div(∆n)-head, while the last (rightmost) factor
in its right greedy normal form is its Div(∆n)-tail.

Many other natural subsets of B+
n are closed under lcm and, therefore, are

potentially eligible for playing the role of X in Lemma 1.1. So are in particular the
so-called parabolic submonoids, i.e., the submonoids generated by some subset of
the set of standard Artin generators.

Notation 1.3. For each nonempty subset I of {1, ... , n− 1}, we denote by B+
I

the submonoid of B+
n generated by {σi | i ∈ I}, and by ∆I the right lcm of these

elements.

For instance, B+
{1,...,n−1} is B+

n itself, B+
{1,...,n−2} is B+

n−1, viewed as a sub-
monoid of B+

n, while B+
{2,...,n−1} is the image of B+

n−1 under the shift mapping. We
recall from Chapter VI that a positive n-strand braid β is said to have degree d if
β is a left divisor of ∆d

n, but not of ∆d−1
n .

Lemma 1.4. Assume that I is a nonempty subset of {1, ... , n− 1}.
(i) Every left divisor and every right divisor of an element of B+

I lies in B+
I .

(ii) The submonoid B+
I is closed under left and right lcm.

(iii) A degree d element β of B+
n belongs to B+

I if and only if it is a left divisor
of ∆d

I , if and only if it is a right divisor of ∆d
I .

The proof uses standard techniques, and we skip it.
Hence Lemma 1.1 applies with X = B+

I , and the notions of the B+
I -head and

the B+
I -tail of a braid make sense. Examples are postponed until the next section.

1.2. Determining heads and tails. We now explain how the B+
I -head and

the B+
I -tail of a braid can be recognized and computed in practice. This is an easy

task.

Proposition 1.5. Assume that I is a nonempty subset of {1, ... , n−1}. Then,
for all positive braids β, β1 in B+

n, the following are equivalent:
(i) The braid β1 is the B+

I -head (resp. B+
I -tail) of β;

(ii) We have β = β1β′ (resp. β = β′β1) for some braid β′ that is left (resp. right)
divisible by no σi with i ∈ I;
(iii) The braid β1 is the left gcd (resp. the right gcd) of β and ∆d

I , where d is the
degree of β;
(iv) There exists e such that β1 is both the left gcd (resp. the right gcd) of β and ∆e

I ,
and of β and ∆e+1

I .

Proof. Let β1 denote the B+
I -head of β, and β′ denote the unique positive

braid for which β = β1β′ is satisfied.
First, (i) implies (ii). Indeed, if some σi with i ∈ I were a left divisor of β′,

then β1σi would be a left divisor of β, contradicting the definition of the B+
I -head.

We now claim that (ii) implies (i). Indeed, assume β = γ1γ′ with γ′ left divisible
by no σi with i ∈ I. By Lemma 1.1, we have γ1 # β1, hence β1 = γ1δ for some δ
in B+

n. As we have β1 # β, i.e., γ1δ # γ1γ′, we deduce δ # γ′, and, therefore,
every σi left divising δ also left divides γ′. Owing to the hypothesis on γ′, we
deduce that σi # δ holds for no σi with i ∈ I. On the other hand, we have β1 ∈ B+

I
by hypothesis, hence δ ∈ B+

I as δ is a right divisor of β1. Therefore, σi # δ holds
for no σi with i /∈ I. Then the only possibility is δ = 1, i.e., γ1 = β1.
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Next, we show that (i) is equivalent to (iii). Indeed, put β(e) = gcd(β,∆e
I) for

each e. Then, we have ∆e
I ∈ B+

I , hence β(e) ∈ B+
I , whence β(e) # β1 by definition

of β1. On the other hand, β1 # β implies that the degree of β1 is at most d, so, by
Lemma 1.4(iii), we deduce β1 # ∆d

I , hence β1 # β(d), and, finally, β1 = β(d).
Then, (iii) clearly implies (iv) with e at most equal to the degree d of β.
Conversely, (iv) implies (iii). Indeed, assume β(e) = β(e+1). By Lemma 1.4(iii),

every left divisor of β lying in B+
I with degree " e + 1 has degree " e. As B+

I is
closed under left divisor, the latter implies that, for every e′ ! e, every left divisor
of β lying in B+

I with degree at most " e′ has degree " e. So (iv) implies β(e) = β(e′)

for each e′ large enough. Then, in particular, β(e) is the limit value β(d) of (iii).

Example 1.6. In order to recognize that a braid β1 of B+
n−1 is the B+

n−1-tail
of a braid β in B+

n, it suffices to find a decomposition β = β′β1 such that β′ is
right divisible by no σi with i < n− 1, hence is either 1 or is right divisible by σn−1

only. Consider for instance ∆n. By definition, we have ∆n = σ1σ2...σn−1∆n−1. The
only generator σi such that σ1σ2...σn−1 is right divisible by σi is σn−1. Hence, by
Proposition 1.5(ii), the B+

n−1-tail of ∆n is ∆n−1. Symmetrically, using the equality
∆n = ∆n−1σn−1...σ2σ1—that can be checked by an easy induction—one sees that
the B+

n−1-head of ∆n is also ∆n−1. More generally, the reader can check that, for
each p " n, both the B+

p -head and the B+
p -tail of ∆n are ∆p, as might be expected.

Perhaps slightly less expected, the formulas

∆2d
n = (σn−1...σ2σ1 · σ1σ2...σn−1)

d · ∆2d
n−1

∆2d+1
n = (σ1σ2...σn−1) · (σn−1...σ2σ1σ1σ2...σn−1)

d · ∆2d+1
n−1

show that, for each d, the B+
n−1-tail of ∆d

n is ∆d
n−1 since the terms on the left of the

power of ∆n−1 are braids that admit only one positive expression, and, therefore,
that are right divisible by σn−1 only.

It follows from Proposition 1.5(iv) that the B+
I -head of the B+

I -tail of a positive
n-strand braid β can be computed in a way that is entirely similar to the compu-
tation of the first factor in its left or right greedy normal form: in the latter case,
we compute the left or the right gcd of β and ∆n, while, in the former, we compute
the left or the right gcd of β and ∆I , and simply repeat the operation until no more
divisor is found.

Corollary 1.7. For each I, the B+
I -head and the B+

I -tail of a braid repre-
sented by a positive n-strand braid word of length % can be computed in time O(%2).

Proof. There is not even any need to compute gcd’s. The only tool we need
is a division algorithm Ai that, running on a positive braid word w, returns a
positive word w′ representing σ−1

i w if the latter is a positive braid, and an error
message otherwise. In connection with the so-called automatic structure structure
provided by Garside theory [77, chapter 9], very simple such procedures exist, and
they run in time O(%(w)). Now, to determine the B+

I -head of a braid w, it suffices
to iteratively run the procedures Ai with i ∈ I from w, until no more division is
possible.

1.3. Alternating decompositions. We now show how to iterate the previ-
ous construction and obtain distinguished decompositions at the expense of appeal-
ing to two—or more—parabolic submonoids of the ground monoid B+

n.
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From now on in this chapter, we privilege right divisibility, and therefore resort
to tails rather than to heads. Of course, results would be similar with heads and
left divisibility, but our goal of establishing a connection with the braid ordering
dictates the choice of the right side.

When constructing the right greedy normal form of a braid β in B+
n, we first

extract the Div(∆n)-tail of β, thus obtaining a distinguished decomposition

β = β′ · β1,(1.1)

and then we iterate and decompose β′ similarly. Replacing Div(∆n) with B+
I leads

to a decomposition similar to (1.1), but iterating makes no sense as, by construction,
the B+

I -tail of β′ is 1, and we are stuck. The reason is that B+
I is closed under

multiplication and, therefore, β1 exhausts all possibilities of extracting B+
I -factors.

Now, assume that J is another subset of {1, ... , n− 1} and that J ∪ I cov-
ers {1, ... , n− 1}. By definition, the unit braid 1 is the only braid in B+

n whose B+
I -

and B+
J -tails both are trivial. Therefore, in the decomposition (1.1) associated with

the B+
I -tail, only two cases are possible: either β′ is 1, or it admits a non-trivial

B+
J -head, say β2, and we obtain a new decomposition

β = β′′ · β2 · β1,(1.2)

in which β2 is the B+
J -tail of β′′β2 and β′′ is right divisible by no σi with i ∈ J . We

can then consider the B+
I -tail of β′′, and iterate. After finitely many steps, we shall

obtain a distinguished decomposition in which the factors with odd index lie in B+
I

while those with even index lie in B+
J .

Proposition 1.8. If I, J are nonempty subsets covering {1, ... , n− 1}, then,
for every non-trivial braid β in B+

n, there exists a unique sequence (βp, ... , β1) sat-
isfying β = βp ... β1 with βp 0= 1 and such that,

• for odd r, we have βr ∈ B+
I and no σi with i ∈ I right divides βp ... βr+1,

• for even r, we have βr ∈ B+
J and no σi with i ∈ J right divides βp ... βr+1.

The proof is an easy induction from Lemma 1.1, and we skip it. The termination
of the iterative process in finitely steps is clear because the length of the remainder
decreases in each step until the trivial braid 1 is reached.

Definition 1.9. In the framework of Proposition 1.8, the sequence (βp, ... , β1)
is called the (B+

J , B+
I )-decomposition of the braid β.

Example 1.10. Consider B+
4 with I = {1, 2} and J = {2, 3}. We look for the

(J, I)-decomposition of ∆2
4. The first step is to find the B+

I -tail of ∆2
4, which, as was

mentioned in Example 1.6, is ∆2
3. Writing a, b... for σ1, σ2... as usual, we identified

the rightmost factor of the decomposition:
∆2

4 = cbaabc · ∆2
3.

Then we look at the B+
J -tail of the current remainder, i.e., of cbaabc: as the latter

braid admits a unique representative word, its B+
J -tail corresponds to the longest

suffix that does not contain the letter a, namely bc. We now have the two rightmost
factors of the decomposition:

∆2
4 = cbaa · bc · ∆2

3.
For the same reason as above, the B+

I -tail of the remainder, here cbaa, corresponds
to the longest suffix that does not contain the letter c, namely baa, and we have

∆2
4 = c · baa · bc · ∆2

3.
The last remainder is c, an element of B+

J , and we are done. We conclude that the
(B+

{2,3}, B
+
{1,2})-decomposition of ∆2

4 is the length 4 sequence (c, baa, bc, ∆2
3).
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Of course, other choices for J and I give different decompositions. For instance,
the reader can check that the (B+

{2}, B
+
{1,3})-decomposition of ∆2

4 is the length 6
sequence (b, ca, bb, ca, b, ccaa).

As for the algorithmic complexity, we easily obtain:

Proposition 1.11. For all I, J covering {1, ... , n− 1}, the (B+
J , B+

I )-decomp-
osition of a braid represented by a positive n-strand braid word of length % can be
computed in time O(%2).

Proof. A priori, Corollary 1.7 would imply the upper bound O(%3). Actually,
the overall computation is quadratic as what we have to do is to repeat % times the
operation of determining which generators σi right divide the current remainder,
which, at step t, is a word of length %− t.

1.4. The Φn-splitting of a braid. We arrive at the main point, and introduce
the Φn-splitting of a braid, which is a distinguished decomposition of every braid
of B+

n in terms of a finite sequence of braids of B+
n−1.

We recall that Φn denotes the flip automorphism of the group Bn and of the
monoid B+

n that maps σi to σn−i, thus corresponding to a symmetry in the braid
diagrams.

In the sequel, we shall consider the alternating decompositions associated with
the covering of {1, ... , n − 1} by the union of {1, ... , n− 2} and {2, ... , n− 1}. By
definition, the monoid B+

{1,... ,n−2} is B+
n−1, while B+

{2,... ,n−1} is the image Φn(B+
n−1)

of B+
n−1 under the flip automorphism Φn, so that every element of B+

{2,... ,n−1} can
be uniquely expressed as Φn(β) for some β of B+

n−1. This enables one to specify
(Φn(B+

n−1), B
+
n−1)-decompositions using elements of B+

n−1 only.

Definition 1.12. For β in B+
n, we define the Φn-splitting of β to be the se-

quence (βp, ... , β1) in B+
n−1 such that (Φp−1

n
(βp), ... ,Φn(β2), β1) is the (Φn(B+

n−1),
B+

n−1)-decomposition of β. The parameter p is called the Φn-breadth of β.

An equivalent way of stating Definition 1.12 is to say that (βp, ... , β1) is the
Φn-splitting of β if βr is the B+

n−1-tail of the braid Φp−r
n

(βp) · ... · βr for each r.
As Φn is involutive, Φr

n
(β) just means Φn(β) for odd r, and β for even r. Figure 1

illustrates the definition. Note that, for every β in B+
n−1, we have

Φn(β) = sh(Φn−1(β)),(1.3)

hence the Φn-image of an (n− 1)-strand braid is the shifted version of its Φn−1-
image.

Example 1.13. We have seen in Example 1.10 that the (B+
{2,3}, B

+
{1,2})-decom-

position of ∆2
4, i.e., its (Φ4(B

+
3 ), B+

3 )-decomposition, is (c, baa, bc, ∆2
3). By ap-

plying the flip Φ4 to every other entry, we obtain the Φ4-splitting of ∆2
4, namely

(a, baa, ba, ∆2
3), or (σ1, σ2σ

2
1 , σ2σ1, ∆2

3).

Rephrasing Proposition 1.8, we immediately obtain:

Proposition 1.14. For each non-trivial braid β of B+
n, the Φn-splitting of β is

the unique sequence (βp, ... , β1) in B+
n−1 such that β = Φp−1

n
(βp) · ... · Φn(β2) · β1

holds with βp 0= 1 and, for each r ! 2, the only σi right dividing Φp−r
n

(βp) · ... · βr

is σ1.
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β1

Φ3(β2)

β3

Φ3(β4)

β5

Figure 1. The Φ4-splitting of a 4-strand braid of Φ4-breadth 5: first we
extract the maximal right divisor β1 that can be expressed without σ3, then
we extract the maximal right divisor of the remainder that can be expressed
without σ1, hence the Φ4-image of some braid β2 of B+

3 —i.e., by (1.3), the
shifted version of Φ3(β2)—then we iterate until the remainder is trivial.

As any (J, I)-decomposition, the Φn-splitting of a braid represented by a posi-
tive n-strand braid word of length % can be computed in time O(%2).

Remark 1.15. Instead of using the flip automorphism Φn, we could also appeal
to the shift endomorphism: instead of seeing a braid of B+

{2,... ,n−1} has the Φn-
image of a braid of B+

n−1, we might as well see it as the sh-image of such a braid,
and obtain another distinguished decomposition—corresponding to removing the
mappings Φ3 in Figure 1. Although reasonable, this option would not induce the
expected connection with the braid ordering.

2. The Φ-normal form

First, having obtained a distinguished decomposition for every braid of B+
n in

terms of a finite sequence of braids in B+
n−1, we can naturally iterate the decom-

position process and, in this way, obtain for each positive braid β a distinguished
word representing β. This word will be called the Φ-normal form of β. Then, we
shall observe that the specific construction of Φ-normal words immediately leads
to introducing for each n a certain linear ordering on B+

n. Finally, we show that
this ordering coincides with the σ-ordering in the special case n = 3, a result that
will be subsequently extended to all values of n.

2.1. The Φ-normal form, case of three strands. In the case of 3-strand
braids, the Φ4-splitting procedure directly provides a normal form. Indeed, the
monoid B+

2 is a free monoid generated by σ1, so every positive 2-strand braid has
a unique expression as σe

1 with e a nonnegative integer. The Φ3-splitting associates
with every positive 3-strand braid β a distinguished sequence (βp, ... , β1) of elements
of B+

2 . By considering the unique expression σe
1 for each factor βr in the latter

sequence, we obtain a distinguished word representing β.
We first fix some terminology. By definition, a positive 3-strand braid word is

a sequence of σ1’s and σ2’s. By grouping together equal letters, we can describe it
as a sequence consisting of alternating blocks of σ1’s and of σ2’s, which in turn can
be unambigously specified by the sizes of the successive blocks provided we insist
that no intermediate block is empty and the last block is a block of σ1’s:

Definition 2.1. If w is a nonempty positive 3-strand braid word, we define the
exponent sequence of w to be the unique sequence of nonnegative integers (ep, ... , e1)
such that er ! 1 holds for r ! 2 and w is the word σ

ep

[p] ... σ
e3
1 σe2

2 σe1
1 , where [p]

stands for 2 if p is even, and for 1 if p is odd.
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Thus, for instance, the exponent sequence of the word σ1σ2σ2σ1σ1σ1 is (1, 2, 3),
while that of σ2σ1σ2 is (1, 1, 1, 0), since the rightmost block has to be a block of σ1’s,
hence an empty block in the current case.

Then we can easily introduce the normal form, called Φ-normal both to avoid
confusion with the greedy normal form and to emphasize the role of the flip auto-
morphism in the construction.

Definition 2.2. Assume β ∈ B+
3 , and that (σep

1 , ... , σe1
1 ) is the Φ3-splitting

of β. We define the code of β to be the sequence (ep, ... , e1), and its Φ-normal form
to be the word σ

ep

[p] ... σ
e3
1 σe2

2 σe1
1 .

By construction, the Φ-normal form of a positive 3-strand braid β is the
word obtained by concatenating the (unique word representing) the entries in its
(Φ3(B

+
2 ), B+

2 )-decomposition.

Example 2.3. As in Example 1.10, one sees that, for even d, the (Φ3(B
+
2 ), B+

2 )-
decomposition of ∆d

3 is the length d + 2 sequence (b, a2, b2, ... , b2, a2, b, ad). Hence,
the Φ-normal form of ∆d

3 is the length 3d word ba2b2a2...a2bad, and its code is
(1, 2, ... , 2, 1, d), with 2 repeated d − 1 times. For odd d, the Φ-normal form is
similar, but starting with b, while the formula for the code remains the same.

We now give an intrinsic characterization of Φ-normal words.

Proposition 2.4. Set emin
1 = 0, emin

2 = 1, and emin
r = 2 for r ! 3. Then a

positive 3-strand braid word with exponent sequence (ep, ... , e1) is Φ-normal if and
only if the condition er ! emin

r holds for p > r.

Proof. Assume w = σ
ep

[p] ... σ
e3
1 σe2

2 σe1
1 , and, for r ! 1, let βr be the braid

represented by σ
ep

[p−r−1] ... σ
er+1
2 σer

1 , i.e., up to a possible flip, the prefix of w that
stops at the rth block from the right.

Assume first that er ! 2 holds for p > r ! 3, together with e2 ! 1 if p is
at least 3. We claim that (σep

1 , ..., σe1
1 ) is the (Φ3(B

+
2 ), B+

2 )-decomposition of the
braid w represented by w. By Proposition 1.14, it suffices to check that, for r ! 2,
the only σi that right divides βp is σ1. Now, r ! 2 implies r + 1 ! 3, hence, by
hypothesis, all exponents between ep−1 and er+1 are at least 2. Therefore βp has
only one representative word, that finishes with σ1, so σ1 is the only σi that right
divides βp, and w is the Φ-normal form of β.

Assume now that we have p ! 3 and e2 = 0. Then, by definition, (ep, ... , e1)
is not an exponent sequence, and, therefore, w is not Φ-normal. Assume now that,
for some r with p > r ! 3, we have er = 1. Then p > r implies er+1 ! 1, and
r ! 3 implies er−1 ! 1. So, by definition, βr−1 has an expression that finishes
with σ1σ2σ

er−1
1 . Now, we have σ1σ2σ

e
1 = σe

2σ1σ2 for each e ! 1. Hence βr−1 is
right divisible by σ2. By Proposition 1.14, this shows that the word w is not Φ-
normal.

In this way, we obtain a result that was alluded to in Section VI.2.5:

Corollary 2.5. Every positive 3-strand braid admits a unique representative
word that satisfies the conditions of Proposition 2.4.

Remark 2.6. The definition of the Φ-normal form of a braid looks quite dif-
ferent from that of its greedy normal forms. However, in the (very special) case
of 3-strand braids, there happens to exist the following rather simple connection,
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as was first observed by J. Mairesse. Assume that β is a braid of B+
3 whose right

greedy normal form is (βd, ... , β1). Let e be the number of final factors ∆3 in
(βd, ... , β1)—i.e., the maximal integer e such that ∆e

3 right divides β—and let w be
the word obtained by concatenating the words representing βd, ... , βe+1—which are
unique in this case. Displaying the last block in w (if any), let us write w = w′σe′

i .
Then the Φ-normal form of β turns out to be






w′(σ2σ
2
1σ2))e/2*σe+e′

1 for i = 1 and e even,

w σ1σ2(σ2σ
2
1σ2))e/2*σe

1 for i = 1 and e odd,

w (σ2σ
2
1σ2))e/2*σe

1 for i = 2 and e even,

w′σ1σ2(σ2σ
2
1σ2))e/2*σe+e′

1 for i = 2 and e odd.

This shows that the Φ-normal word of a 3-strand braid β can be obtained from
its greedy normal form by a simple transformation: one replaces the final e entries
∆3 by the Φ-normal form of ∆e

3, namely (σ2σ
2
1σ2))e/2*σe

1 or σ1σ2(σ2σ
2
1σ2))e/2*σe

1

according to the parity of e, and, in some cases, one pushes through this block the
letters σ1 that lie immediately on the left.

2.2. The Φ-normal form, general case. For β in B+
4 , the Φ4-splitting pro-

vides a distinguished decomposition for β in terms of braids of B+
3 , but not yet

a distinguished word expression, as a braid of B+
3 admits in general several word

expressions. Now, we defined in Section 2.1 such a distinguished word, namely the
Φ-normal form. We deduce a distinguished word representing β by using the Φ-
normal forms of the entries in its Φ4-splitting. Of course, the construction iteratively
extends to every braid index n.

Example 2.7. (Figure 3) We saw in Example 1.13 that the Φ4-splitting of ∆2
4

is the sequence (a, baa, ba, ∆2
3), corresponding to the decomposition

∆2
4 = Φ4(a) · ba

2 · Φ4(ba) · ∆
2
3.

The Φ-normal forms of the four entries in this sequence respectively are a, ba2, ba,
and ba2ba2. So, we obtained a distinguished word representing ∆2

4 by concatenating
these words after applying the needed flips, i.e., in the current case, c·ba2·bc·ba2ba2,
or σ3σ2σ

2
1σ2σ3σ2σ

2
1σ2σ

2
1 . The latter word will naturally be defined to be the Φ-normal

form of ∆2
4.

σ1 σ1 σ2
1 σ1 σ1 σ1 σ2

1 σ1 σ2
1

σ2 σ2σ
2
1 σ1σ2 ∆2

3

∆2
4

Φ4 Φ4

Φ3 Φ3 Φ3 Φ3

After reintroducing the flips:
σ3 σ2 σ2

1 σ2 σ3 σ2 σ2
1 σ2 σ2

1σ3 σ2

Figure 2. Two-step construction of the Φ-normal form of ∆2
4: we first

split ∆2
4 into a sequence of 3-strand braids, then split each of them into

a sequence of 2-strand braids, i.e., of powers of σ1’s; taking the flips into
account, we obtain a distinguished word representing ∆2

4.
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Definition 2.8. For β in B+
n, we define the Φ-normal form of β to be

• for n = 2, the unique word representing β;
• for n ! 3, the word Φp−1

n
(wp) · ... · Φn(w2) · w1, where (βp, ... , β1) is the

Φn-splitting of β and wr is the Φ-normal form of βr for each r.

By construction, every braid of B+
n has a well-defined, unique Φ-normal form.

Its computation is easy:

Proposition 2.9. For each fixed n and each positive n-strand braid word w of
length %, the Φ-normal form of the braid w can be computed in time O(%2).

Proof. We use induction on n. By Proposition 1.11, we can first compute the
Φn-splitting of w in time O(%2), obtaining a sequence of (n− 1)-strand braid words
(wp, ... , w1) satisfying %(w1) + ··· + %(wp) = %. Then, by induction hypothesis, the
Φ-normal forms of wp, ... , w1 can be computed in time O(%(w1)2 + ... + %(wp)2),
hence in time O(%2).

The definition of the Φ-normal form given above is explicit and simple, but
it appeals to a recursion, and it is natural to ask for a direct definition. Such
a definition exists, but, as we shall not use it explicitly, we only give a sketchy
description. The idea is that a word w is Φ-normal if and only if each letter in w is
the smallest σi—in a sense that will be described below—that right divides the braid
represented by the prefix that ends at that letter. For instance, in the framework
of Example 2.7, σ1 right divises ∆2

4, and, therefore, the Φ-normal form of ∆2
4 will

finish with σ1. After dividing by that σ1, the remainder can still be divided by σ1,
so the second letter from the right in the Φ-normal form is a σ1 again. Then, the
remainder is not right divisible by σ1, but it is right divisible by σ2, so the third letter
from the right in the Φ-normal form will be σ2. If we were to continue in this way,
we would obtain the lexicographically minimal word representing the considered
braid. Actually, the construction is more subtle. At each step, we indeed look at
the smallest σi that right divides the current remainder, but smallest here refers
to an ordering that need not always be the standard ordering σ1 < ... < σn−1: the
latter is the initial ordering, but, then, the ordering is updated at each step, due to
the underlying flips that reverse orientations. One description is as follows:

Proposition 2.10. A positive n-strand braid word σi"
...σi1 is Φ-normal if and

only if there exist linear orderings <0, ... , <"−1 of {1, ... , n− 1} such that <0 is the
standard ordering 1 < ... < n− 1 and, for each r,

• ir is the <r−1-smallest i such that σi is a right divisor of σi" ...σir ;
• <r is obtained from <r−1 as follows: assume that ir is the kth element in

the increasing enumeration of <r−1; then the increasing enumeration of <r consists
of ir, followed by the first k−1 elements of <r−1 enumerated in standard increasing
order if they are larger than ir (in the standard order), and in standard decreasing
order if they are smaller, followed by the n− 1− k remaining elements, which keep
their position of <r−1.

The previous statement makes sense because the integers that occur before ir
in <r−1 must be all smaller, or all larger than ir, as an easy induction shows.

Example 2.11. Assume 3 <r−1 2 <r−1 1 <r−1 4 and we found ir = 1; then <r

is 1 first, then 2 < 3, as 2 and 3 precede 1 in <r−1 and are larger than 1, then 4,
resulting in 1 <r 2 <r 3 <r 4. For 2 <r−1 1 <r−1 3 <r−1 4 and ir = 4, we obtain
4 <r 3 <r 2 <r 1, as all numbers that precede 4 are smaller than 4.
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Remark 2.12. Like the greedy normal form, the Φ-normal form comes in two
versions, left or right, according to whether we privilege the head or the tail of
the considered braid. Actually, it comes in four versions because, once one side is
chosen, for instance the right—tail—side as above, we still can choose to consider
the B+

n−1- or the Φn(B+
n−1)-tail first. Above we have chosen the former, thus

corresponding to what can be called the lower right version. Of course, relations
exist: for β in B+

n, the lower right Φ-normal form of β is the Φn-image of the upper
right Φ-normal form of Φn(β).

2.3. A linear ordering on positive braids. We shall now introduce a linear
ordering on the monoid B+

n that directly derives from the Φn-splitting. We shall
see in Section 4 that this ordering coincides with the standard braid ordering <Φ,
but, for the moment, we leave the question open.

As the monoid B+
2 is free, hence isomorphic to the monoid of natural numbers,

it admits a canonical ordering, namely the ordering defined by σe
1 < σe′

1 if and only
if e < e′ holds.

When a linear ordering ≺ on a set Ω is given, there exists several natural ways
to extend it into a linear ordering of the set of all finite sequences from Ω. We shall
consider the following one—terminology is borrowed from [77]:

Definition 2.13. If ≺ is a linear ordering on Ω, and x, x′ are finite sequences
in Ω, we say that x is ShortLex-smaller than x′ if the length of x is strictly
smaller than the length of x′, or the lengths are equal and x is smaller than x′ for
the lexicographical extension of ≺, i.e., at the first discrepancy between x and x′

starting from the left, the x-entry is ≺-smaller than the x′-entry.

The ShortLex-extension is a variant of the lexicographical extension in which
the length is given an overall priority. Notice that, when comparing lexicograph-
ically, we start from the left—and we shall always do so, although we work with
splittings that are constructed from the right. What we shall do now should be
obvious: starting with the standard ordering of B+

2 , we shall extend it to B+
3 , B+

4 ,
etc., using the Φn-splitting.

Definition 2.14. For n ! 2, we recursively define <+
n on B+

n as follows:
• For β, β′ in B+

2 , we say β <+
2 β′ holds if we have β = σe

1 and β′ = σe′

1 with e < e′;
• For β, β′ in Bn with n ! 3, we say β <+

n β′ holds if the Φn-splitting of β is smaller
than the Φn-splitting of β′ for the ShortLex-extension of <+

n−1.

Proposition 2.15. (i) For n ! 2, the relation <+
n is a well-ordering of B+

n.
For each β in B+

n, the immediate <+
n-successor of β is βσ1.

(ii) For n ! 3, the ordering <+
n extends the ordering <+

n−1, and B+
n−1 is the initial

segment of B+
n determined by σn−1, i.e., we have B+

n−1 = {β ∈ B+
n | β <+

n σn−1}.

Proof. (i) That <+
n is a strict linear ordering follows from an immediate in-

duction on n ! 2, and so does the stronger property that it is a well-ordering.
Let β be any braid in B+

n. Let (βp, ... , β1) be the Φn-splitting of β. Then the
Φn-splitting of βσ1 is (βp, ... , β1σ1). So, if, by induction hypothesis, β1σ1 is the
immediate <+

n−1-successor for β1, then, by definition of the ShortLex-extension,
βσ1 is the immediate <+

n successor of β.
(ii) For β, β′ in B+

n−1, the Φn-splittings of β and β′ are the length 1 sequences (β)
and (β′), so, by definition, β <+

n β′ is equivalent to β <+
n−1 β′. On the other hand,

the Φn-splitting of σn−1 is (σ1, 1), so β <+
n σn−1 holds for each β in B+

n−1. Conversely,
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assume β ∈ B+
n and β <+

n σn−1. By construction, if (β2, β1) is a Φn-splitting, β2

is not 1. By (i), σ1 is the immediate successor of 1 in (B+
n−1, <

+), hence we have
σ1 "+

n−1 β2. As the Φn-splitting of σn−1 is (σ1, 1), we deduce σn−1 "+
n β. So

β <+
n σn−1 implies that the length of the Φn-splitting is 1 at most, hence that β

belongs to B+
n−1.

Owing to Proposition 2.15(ii), we shall skip the index n and write <+ for <+
n.

Example 2.16. The Φ4-splittings of σ1 and σ2 respectively are (σ1) and (σ1, 1).
The first sequence is shorter, hence we have σ1 <+ σ2.

On the other hand, the Φ4-splittings of σ1σ2σ
4
1 and σ1σ

2
2 are (σ1, σ1, σ

4
1) and

(σ1, σ
2
1 , 1), both of length 3. Hence we compare lexicographically. The first entries

coincide, but σ1 <+ σ2
1 holds, hence we have σ1σ2σ

4
1 <+ σ1σ

2
2 .

Proposition 1.11 easily implies:

Proposition 2.17. For each fixed n, comparing with respect to <+ two braids
represented by n-strand braid words of length at most % can be done in time O(%2).

Indeed, finding the Φn-splittings can be done in quadratic time, and, by induc-
tion hypothesis, so does the lexicographic comparison of their entries, if needed.
So, at this point, we have an excellent ordering of positive braids, whose existence
and properties so far have been very easy to check. Everything is not so simple.

Question 2.18. Is the ordering <+ compatible with multiplication on the left?

We shall see in Section 4 that the answer to Question 2.18 turns out to be
positive, but no direct proof is known: the only, rather indirect proof known so
far consists in showing that <+ coincides with the standard ordering <Φ by using
Burckel’s results described in Section 3.

2.4. The case of B3. In the case of 3-strand braids, answering Question 2.18
and proving that the linear orderings <+ and <Φ coincide is an easy task, and we
shall do it now. The technical result we prove is the following one:

Proposition 2.19. For β, β′ in B+
3 , the relation β <+ β′ implies that β−1β′

is σΦ-positive.

We recall that a braid word is said to be σΦ-positive if the generator σi with
highest index occurs positively only. Proposition 2.19 follows from a direct compu-
tation in which an important role is played by certain special braids that already
appeared in Chapter VI, and that are closely connected with the Φ3-splitting of ∆d

3,
and, more generally, with the Φn-splitting of ∆d

n.

Definition 2.20. (Figure 3) For n ! 2 and d ! −1, we define ∆̂n,d by
∆̂n,−1 = 1, ∆̂n,0 = σn−1 and, for d ! 1,

∆̂n,d =

{
(σn−1...σ2σ1 · σ1σ2...σn−1)e for d = 2e,

(σ1σ2...σn−1) · (σn−1...σ2σ1 · σ1σ2...σn−1)e for d = 2e + 1.

An easy induction gives, for all n ! 2 and d ! 1, the relation

∆d
n = ∆̂n,d · ∆d

n−1.(2.1)

So, ∆̂n,d is the remainder of ∆d
n when its B+

n−1-tail, namely ∆d
n−1, is removed.
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Figure 3. The braids ∆̂3,4 (left) and ∆̂4,3 (right): starting from the
right, the upper strand forms d half-twists around all other strands.

The idea now is to consider the increasing sequence

1 = ∆̂3,−1 <Φ ∆̂3,0 <Φ ∆̂3,1 <Φ ∆̂3,2 <Φ ...

—that this sequence is <Φ-increasing will be clear from the next result—and, given
a positive braid β, to look where β is situated relative to this sequence. The answer
is illustrated in Figure 4, and established below.

︸ ︷︷ ︸
braids of
breadth 1

(= powers ofσ1)

︸ ︷︷ ︸
braids of
breadth 2

︸ ︷︷ ︸
braids of
breadth 3

︸ ︷︷ ︸
braids of
breadth 4

1

. . .

∆̂3,0(=σ2) ∆̂3,1 ∆̂3,2 ∆̂3,3∆3 ∆2
3 ∆3

3 (B+
3 , <Φ)

Figure 4. The braids ∆̂3,d as separators in the ordered line (B+
3 , <Φ):

every positive 3-strand braid with Φ3-breadth p lies between ∆̂3,p−2

and ∆̂3,p−1.

Lemma 2.21. For every positive 3-strand braid β with Φ3-breadth p, we have

∆̂3,p−2 "Φ β <Φ ∆̂3,p−1.(2.2)

Proof. Let σ
ep

[p]...σ
e2
2 σe1

1 be the Φ-normal form of β. The case p = 1 is special:
by definition, β <Φ σn−1 holds for each β in B+

n−1, and, by Property S, the inequality
σn−1 "Φ β holds for each braid β of B+

n \B+
n−1. We assume now p ! 2. We have to

prove two results, namely that
(i) the braid ∆̂−1

3,p−2 β is σΦ-positive or trivial, and
(ii) the braid β−1 ∆̂3,p−1 is σΦ-positive.
We begin with (ii), which is easier. Using (2.1), we obtain

β−1 · ∆̂3,p−1 = σ−e1
1 σ−e2

2 ... σ
−ep

[p] · ∆p−1
3 · σ−p+1

1 .(2.3)

The braid relations imply σi · ∆3 = ∆3 · Φ3(σi) for i = 1, 2. So we can push the
p− 1 factors ∆3 of (2.3) to the left, at the expense of applying Φ3. In this way, we
deduce

β−1 · ∆̂3,p−1 = σ−e1
1 · ∆3 · σ−e2

1 · ∆3 · ... · ∆3 · σ
−ep

1 · σ−p+1
1 .

whence, using ∆3 = σ1σ2σ1,

β−1 · ∆̂3,p−1 = σ−e1+1
1 σ2 σ−e2+2

1 σ2 ... σ2 σ−er+2
1 σ2 σ

−ep

1 σ−p+1
1 :

the generator σ2 occurs p− 1 times in the latter decomposition, while σ−1
2 does not

occur, and we have obtained a σΦ-positive word representing β−1 ∆̂3,p−1.
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We turn to (i). Computing as above, we have

∆̂−1
3,p−2 · β = σp−2

1 · ∆−p−2
3 · σep

[p] ... σ
e2
2 σe1

1 .

Pushing the p− 2 factors ∆−1
3 to the right, and using the relation ∆−1

3 = σ−1
2 σ−1

1 σ−1
2 ,

we deduce

∆̂−1
3,p−2 · β = σp−2

1 · σep

2 · ∆−1
3 · σep−1

2 · ∆−1
3 · ... · ∆−1

3 · σe2
2 σe1

1

= σp−2
1 · σep−1

2 σ−1
1 σ

ep−1−2
2 σ−1

1 ... σ−1
1 σe3−2

2 σ−1
1 σe2−1

2 σe1
1 .(2.4)

By Proposition 2.4, the hypothesis that σ
ep

[p] ... σ
e2
2 σe1

1 is Φ-normal implies the in-
equalities ep ! 1, ep ! 2, ... , e3 ! 2, e2 ! 1, and, therefore, when the expression
of 2.4 is expanded, no letter σ−1

2 occurs. Then three cases are possible. If at
least one of the above inequalities is strict, the letter σ2 occurs in the word de-
duced from (2.4), and we have obtained a σΦ

2-positive word representing ∆̂−1
3,p−2 β.

Otherwise, what remains from (2.4) is the equality

∆̂−1
3,p−2 β = σp−2

1 · σ−p+2+e1
1 = σe1

1 .(2.5)

If e1 is positive, we have a σΦ
1-positive word representing ∆̂−1

3,p−2 β. Finally, e1 = 0
corresponds to β = ∆̂3,p−2.

Proof of Proposition 2.19. Assume β, β′ ∈ B+
3 with β <+ β′. Let p and p′

be the respective Φ3-breadths of β and β′. Two cases are possible. If p < p′ holds,
Lemma 2.21 shows that β−1∆̂3,p+2 is σΦ

2-positive, and that ∆̂−1
3,p+2β

′ is σΦ-positive
or trivial. Therefore, β−1β′ is σΦ

2-positive.
Assume now p′ = p. Let (ep, ... , e1) be the code of β, and (e′p, ... , e′1) be that

of β′. By hypothesis, there exists q satisfying e′r = er for r > q, and e′q > eq. Let

β1 = σ
eq−1
[q−1] · ... · σ

e1
1 and β′

1 = σ
e′

q−eq

[q] · σe′
q−1

[q−1] · ... · σ
e′
1

1 .

By hypothesis, we have β = γβ1 and β′ = γβ′
1 for some braid γ, and, therefore,

β−1β′ = β−1
1 β′

1. Now, by construction, the code of β1 is (eq−1, ... , e1), and that of β′
1

is (e′q − eq, e′q−1, ... , e
′
1), as truncating an exponent sequence on the left preserves

the normality conditions. Hence β1 has breadth q−1, while β′
1 has breadth q. Then

Lemma 2.21 gives a σΦ-positive word representing β−1
1 β′

1, hence for β−1β.

Proposition 2.19 has many direct consequences, such as a new proof of Prop-
erty C for 3-strand braids. As most results will be generalized in Section 4, we do
not develop them here. However, we mention one application that has no direct
extension in the case n ! 4, namely a direct computation for the rank of a 3-strand
braid in the well-ordering (B+

3 , <Φ).

Corollary 2.22. The restriction of <Φ to B+
3 is a well-ordering of ordinal

type ωω. For every β in B+
3 , the rank of β in the <Φ-increasing enumeration of B+

3

is the ordinal

ωp−1 · ep +
∑

p>r!1

ωr−1 · (er − emin
r ),(2.6)

where (ep, ... , e1) is the code of β.
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Proof. Proposition 2.19 shows that, as a set of pairs, the ordering <+ is
included in the ordering <Φ. As <Φ is a linear ordering, this implies that <+ and
<Φ coincide on B+

3 . Hence, by Proposition 2.15(i), (B+
3 , <Φ), which is also (B+

3 , <+),
is a well-ordering.

Assume that β is a braid with code (ep, ... , e1). Then the rank of β in (B+
3 , <Φ)

and (B+
3 , <+) is the ordinal type of the family of all <+-predecessors of β. There

exists a one-to-one correspondence between positive 3-strand braids and their codes,
and, by construction, the ordering <+ on braids corresponds to the ShortLex-
extension of the standard ordering of integers. Thus we look for the ordinal type
of the set of codes that are ShortLex-smaller than (ep, ... , e1). By Proposition 2.4,
a sequence (e′p′ , ... , e′1) is a code if and only if it satisfies the inequalities e′r ! emin

r

for r < p′. Let F be the function defined on nonempty codes by

F ((e′p′ , ... , e′1)) = (e′p′ , e′p′−1 − emin
p′−1, ... , e

′
1 − emin

1 ).

Let (dp, ... , d1) = F ((ep, ... , e1)). Then F establishes an isomorphism between the
codes below (ep, ... , e1) and the sequences of natural numbers (dp′ , ... , d′1) satisfy-
ing dp′ > 0 below (dp, ... , d1), both equipped with the ShortLex-extension of the
standard ordering of integers. It is then standard that the ordinal type of the latter
set is the ordinal

∑
p!r ωr−1 · dr.

Finally, the ordinal type of (B+
3 , <Φ) is the supremum of the ranks of its ele-

ments, hence it is the ordinal ωω.

For instance, we saw in Example 2.3 that the code of ∆d
3 is the length d + 2

sequence (1, 2, ... , 2, 1, d). We deduce that, in the well-ordering <Φ of B+
3 , the rank

of ∆d
3 is the ordinal ωd+1 + d. Similarly, the rank of ∆̂3,d is ωd+1, as its code is the

length d + 2 sequence (1, 2, ... , 2, 1, 0). We refer to Figure II.4 for more examples.

3. Burckel’s approach

Proposition 2.19 extends to arbitrary positive braids. However, the argument
used for the upper bound result in Lemma 2.21 remains valid, but the one for the
lower bound becomes problematic, and a direct proof—which is likely to exist—
remains to be found. Instead, we shall appeal to the prior approach developed by
S. Burckel in [26] and describe his results. In order to make the description more
easily compatible with the previous sections, we shall not follow Burckel’s language
exactly, but it would be easy to see that the description given below is equivalent
to the one of [26].

3.1. Splitting braid words. In the sequel, we use B+
n for the monoid of all

positive n-strand braid words. By definition, B+
n is a free monoid, hence quite

different from its quotient the braid monoid B+
n. However, we observe that most of

the notions introduced in Section 1 make sense in the case of the monoid B+
n.

Definition 3.1. (i) For w a word in B+
n and I ⊆ {1, ... , n− 1}, we define the

B+
I -tail of w to be the maximal suffix of w that only contains letters σi with i ∈ I.

(ii) For w a word in B+
n, we define the Φn-splitting of w to be the sequence

(wp, ... , w1) in B+
n−1 such that, for each r, the word Φr−1

n
(wr) is the Φr−1

n
(B+

n−1)-
tail of Φp−1

n
(wp) · ... · Φr−1

n
(wr); the number p is called the Φn-breadth of w.

(iii) For n ! 2, we recursively define a relation #n on B+
n as follows:

• For w, w′ in B+
2 , we say that w #2 w′ holds for w = σe

1 and w′ = σe′

1 with e < e′;
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• For w, w′ in B+
n with n ! 3, we say w #n w′ holds if the Φn-splitting of w is

smaller than the Φn-splitting of w′ for the ShortLex-extension of #n−1.

Thus, as in Section 1, we consider maximal right divisors, but, as we are in
a free monoid, right divisor simply means suffix. The results of Proposition 2.15
remain true in the context of words—and, in this case, they are trivial as one works
in a free monoid.

Proposition 3.2. (i) For n ! 2, the relation #n is a strict well-ordering of B+
n

of ordinal type ωωn−2
. For each word w, the immediate #n-successor of w is wσ1.

(ii) For n ! 3, the ordering #n extends #n−1, and B+
n−1 is the initial segment of B+

n

determined by σn−1, i.e., we have B+
n−1 = {w ∈ B+

n | w #n σn−1}.

Owing to (ii), we shall drop the index n in #n on B+
n.

Example 3.3. Let w be the word cbaabcbaabaa, in which we recognize the
Φ-normal word representing ∆2

4. The longest suffix of w that lies in B+
3 is baabaa,

and the remaining prefix is cbaabc, i.e., Φ4(w
′) with w′ = abccba. The longest

suffix of w′ that does not contain c is ba, with remaining prefix abcc, i.e., Φ4(w
′′)

with w′′ = cbaa, etc. Finally, the Φ4-splitting of w is the sequence of words
(a , baa , ba , baabaa).

Consider now the word Φ4(w), i.e., abccbabccbcc, which is another word rep-
resenting ∆2

4, since Φ4(∆
2
4) = ∆2

4 holds. Arguing as above, one sees that the
Φ4-splitting of Φ4(w) is the length 5 sequence (a , baa , ba , baabaa , ε). Thus, by
definition, we have w # Φ4(w) in this case.

3.2. Burckel’s braid word reduction. Burckel’s method consists in consid-
ering the words that are #-minimal in their equivalence class—as usual, two braid
words are said to be equivalent if they represent the same braid. We recall that w
denotes the braid represented by the word w.

Definition 3.4. A positive braid word w is said to be normal in the sense of
Burckel, or Burckel normal, if w is #-minimal among all words representing w.

Lemma 3.5. Every positive braid is represented by a unique Burckel normal
word.

Proof. As # is a well-ordering on B+
n, each nonempty subset of B+

n admits a
unique #-minimal element. So does in particular every equivalence class.

At this point, how to practically compute the Burckel normal word representing
a braid is not clear. What Burckel does in [27] is to identify a certain reduction
procedure that, starting with a positive braid word w, either says that w is Burckel
normal, or returns an equivalent braid word red(w) satisfying red(w) # w. The
definition of reduction is simple in the case of B+

3 , but very intricate in the general
case.

For the convenience of the reader, we shall first concentrate on the case of
3 strands, which is simple and can be explained easily. The indications about the
general case are postponed to a subsection section.

Definition 3.6. Assume that w is a positive 3-strand braid word with expo-
nent sequence (ep, ... , e1). Then w is said to be reducible if one has er = 1 for
some r satisfying p > r ! 3; otherwise, w is said to be irreducible. If w is reducible
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and r is minimal satisfying er = 1 with p > r ! 3, then red(w) is defined to be the
word with exponent sequence

(ep, ..., er+2, er+1 − 1, er−1, 1, er−2 + 1, er−3, ... , e1) if er+1 ! 2 holds,(3.1)
(ep, ..., er+2 + er−1, 1, er−2 + 1, er−3, ... , e1) if er+1 = 1 holds.(3.2)

By definition, a word w is reducible if and only if it contains the pattern σ1σ2σ1,
or a pattern of the form σ2σ1σ

e
2σ1 with e ! 1.

Example 3.7. Let w = σ1σ2σ
2
1σ2σ1, one of the word representing ∆2

3. Its expo-
nent sequence is (1, 1, 2, 1, 1, 0), and the two underlined 1’s show that w is reducible.
Using (3.1) with r = 3 here yields the exponent sequence (1, 1, 1, 1, 1, 1), correspond-
ing to red(w) = σ1σ2σ1σ2σ1σ2. As the underlined entries show, the latter word is
reducible as well. Using (3.2) with r = 2 leads to the code (1, 2, 1, 2), corresponding
to red2(u) = σ1σ

2
2σ1σ

2
2 . The latter word is irreducible, i.e., no reduction may be

applied to it.

Then reduction has the expected property, i.e., it maps a 3-strand braid to an
equivalent braid word that is smaller in the sense of the word ordering #.

Lemma 3.8. If w is a reducible positive 3-strand braid word, then red(w) is
equivalent to w, i.e., it represents the same braid, and red(w) # w holds.

Proof. Constructing red(w) from w consists in replacing a subword of the
form σe

i σjσ
e′

i σe′′

j , with e, e′ > 0 and {i, j} = {1, 2}, by the word σe−1
i σe′

j σiσ
e′′+1
j . It

is easy to check that the latter patterns are equivalent.
Now, with the notation of Definition 3.6. In the case er+1 = 1, the Φ3-breadth

decreases so red(w) # w holds. Otherwise, the Φ3-breadths are equal, and the
p− r + 3 leftmost entries of the exponent sequences are preserved, while er+2 in w
is replaced with er+2 − 1 in red(w). So red(w) # w holds as well.

As the word ordering # is a well-ordering, it has no infinite descending chain,
and we deduce

Lemma 3.9. For each 3-strand braid word w, there exists an integer m such
that redm(w) is irreducible.

3.3. The key result, case of 3 strands. The point in Burckel’s approach
consists in establishing the following result.

Proposition 3.10 (Burckel [27]). Assume that w, w′ are positive 3-strand braid
words, w′ is irreducible, and w # w′ holds. Then the word w−1w′ is equivalent to a
σΦ-positive word.

Actually, in the case of 3 strands, the result has already been established in
Section 2.4: indeed, by definition, irreducible words satisfy the criterion of Proposi-
tion 2.4, and, therefore, they are Φ-normal words as defined in Section 1. Moreover,
always by definition, w # w′ is equivalent to w <+ w′ whenever w and w′ are irre-
ducible. Then, Proposition 2.19 applies and guarantees that the braid represented
by w−1w′ is σΦ-positive, i.e., that w−1w′ is equivalent to a σΦ-positive word.

However, it is interesting to describe Burckel’s method even in that simple case,
because the argument of Section 2.3 is not known to extend to the general case,
while Burckel’s one does. The main step in Burckel’s method consists in using an
induction on the ordinal rank of the word w′ in the well-ordered set (B+

n, #)—here
with n = 3. For ρ an ordinal, let (Sρ) denote the statement:
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If w′ is irreducible and the rank of w′ in (B+
3 , #) is at most ρ,

then w # w′ implies that w−1w′ is equivalent to a σΦ-positive word.
In our current case n = 3, the problem is to prove (Sρ) for every ordinal ρ with
ρ < ωω. First, (S0) is vacuously true, and the point is to prove that, if (Sξ)
holds for ξ < ρ, which will be denoted by (S<ρ), then (Sρ) holds as well. When
one starts with an arbitrary word w satisfying w # w′, it seems difficult to prove
the result, namely that w−1w′ is equivalent to a σΦ-positive word, because little is
known about w in general. Burckel’s idea consists in restricting to some special
words w below w′ for which the result can be proved directly, and to show that this
is sufficient to conclude. In the case of 3-strand braid words, the task is easy.

Definition 3.11. Assume w, w′ ∈ B+
3 , and e > 0. Let p′ be the Φ3-breadth

of w′. A word w is a called an e-companion of w′ if w has Φ3-breadth p′ − 1 and
its exponent sequence begins with e.

By definition, if w is a companion of w′, then w # w′ holds. The converse
is almost true, in the sense that every predecessor of w′ is a predecessor of some
companion of w′, or it has a special form.

Lemma 3.12. Assume that w, w′ belong to B+
3 and w # w′ holds. Then at

least one of the following holds: (i) There exist i, w0, w′
0 satisfying w = σiw0, w′ =

σiw
′
0 and w0 # w′

0; (ii) For e sufficiently large, w # w′′ # w′ holds for every e-
companion w′′ of w′.

The proof is an easy verification. Then comes the key point.

Lemma 3.13. Assume that (S<ρ) holds and w′ is an irreducible 3-strand posi-
tive braid word whose rank in (B+

3 , #) is ρ. Then, for each e, there exists an irred-
ucible e-companion w of w′ such that w−1w′ is equivalent to a σΦ-positive word.

Sketch of proof. Let (ep, ... , e1) be the exponent sequence of w′. Assume
p ! 5 with, say, p odd. Define w to admit the exponent sequence (e, 2, 2, ... , 2, 1, 1)
with length p − 1. Put w′ = σ2w

′
0, and w = σe

1σ
2
2w0. Then σ1σ

e+2
2 w0 # w′

0 # w′

holds. Indeed, either w′ begins with at least two σ2’s, and w′
0 has breadth p while

σ1σ
e+2
2 w0 has breadth p− 1, or w′ begins with only one σ2, and both σ1σ

e+2
2 w0 and

w′
0 have breadth p − 1, but the first entry in the exponent sequence of σ1σ

e+2
2 w0

is 1, while the first entry in the exponent sequence of w′
0, namely e2, is at least 2

by hypothesis. Now, w′
0 is irreducible, hence the induction hypothesis implies that

(σ1σ
e+2
2 w0)−1w′

0 is equivalent to some σΦ-positive word w1, yielding

w1 ≡ (σ1σ
e+2
2 w0)−1w′

0 ≡ (σ2σ1σ
e+2
2 w0)−1w′ ≡ (σe

1σ2σ1σ
2
2w0)−1w′.

Then the word σ1σ
2
2w0 is irreducible by construction, and σ1σ

2
2w0 # w′ holds. Now

σ2w0 # σ1σ
2
2w0 holds, so the hypothesis (S<ρ) implies that (σ2w0)−1(σ1σ

2
2w0) is

equivalent to some σ1-positive word w2. One deduces

w−1w′ ≡ (σ2
2w0)−1(σ2σ1σ

2
2w0)(σe

1σ2σ1σ
2
2w0)−1w′ ≡ w1w2,

hence w−1w′ is equivalent to the σΦ-positive word w2w1. The argument is similar
when e is even. Finally, the special cases p " 4 are treated directly using specific—
and easier—computations.

Then the argument is completed as follows.
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Proof of Proposition 3.10. Assume (S<ρ). Let w′ be an irreducible word
with rank ρ. Assume w # w′. By Lemma 3.12, two cases are possible. Assume first
w = σiw0 and w′ = σiw

′
0 for some i, w0, w′

0. Then, by definition, w′
0 is irreducible,

and w′
0 # w′ holds. Hence, by induction hypothesis, w−1

0 w′
0 is equivalent to a

σΦ-positive word, and so is w−1w′.
Assume now that w # w′′ holds for every e-companion w′′ of w′ with e large

enough. By Lemma 3.13, there exists such a companion w′′ that is irreducible and
such that w′′−1w′ is equivalent to a σΦ-positive word. Now, as w′′ # w′ holds,
the induction hypothesis implies that w−1w′′ is also equivalent to a σΦ-positive
word. Hence w−1w′, which is equivalent to (w−1w′′)(w′′−1w′), is equivalent to a
σΦ-positive word, and (Sρ) is true.

3.4. The general case. In the general case, Burckel uses the same ideas.
First, he identifies patterns that cannot occur in a braid word that is #-minimal in
its class, i.e., patterns v so that there exists v′ equivalent to v and #-smaller than v.
The problem is to find a limited number of such patterns to keep the definition of
reduction tractable. Burckel attaches with every positive n-strand braid word a
certain depth (n− 2) tree that, in the current framework, corresponds to iterating
the operation of Φn-splitting: taking the Φn−1-splitting of each entry of the Φn-
splitting means constructing a sequence of sequences, hence a depth 2 tree, and
this can be iterated until B+

2 is reached. Next he introduces a notion of reduction
that heavily depends on geometric parameters attached to these trees. Lemmas 3.8
and 3.9 then extend. Note that, at this point, it is clear by definition that a Burckel
normal word is irreducible, but it is not clear that, conversely, any irreducible word
has to be normal in the sense of Burckel.

Then Burckel’s main result is similar to Proposition 3.10:

Proposition 3.14 (Burckel [27]). Assume that w, w′ are positive braid words,
w′ is irreducible, and w # w′ holds. Then the word w−1w′ is equivalent to a σΦ-
positive word.

The scheme of the proof is similar to the one explained above in the special
case of three strands. Burckel defines a convenient notion of companion. Then, a
counterpart of Lemma 3.8 is satisfied, and an induction argument similar to the
one described above enables him to establish Proposition 3.14.

Corollary 3.15. A word is normal in the sense of Burckel if and only if it is
irreducible.

Proof. The condition has already been observed to be necessary. Conversely,
assume that w′ is irreducible, and w is equivalent to w′. Then, by Property A, it
is impossible that w−1w′ be equivalent to a σΦ-positive word. By Proposition 3.14,
it is therefore impossible that w # w′ holds, and w′ is #-minimal in its equivalence
class.

4. Applications

Once Proposition 3.14 is proved, many applications can be deduced. As for the
construction of the braid ordering, one obtains a new proof of Property C—which
does not rely on a prior knowledge of Property A. As for the properties of the
σΦ-ordering, one obtains a proof that the restriction of the σΦ-ordering to B+

n is a
well-ordering, and a determination of the ordinal type of this well-ordering. And,
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using the connection with the Φn-splitting of Section 1, we obtain a simple recursive
description of the σΦ-ordering of B+

n from the σΦ-ordering of B+
n−1.

4.1. A proof of Property C. A direct application of Burckel’s Proposi-
tion 3.14 is a proof of Property C. We recall that every braid is a quotient of
positive braids, and, therefore, establishing Property C for braids that are quo-
tients of positive braids is not a restriction.

Proposition 4.1 (Property C). If β, β′ are distinct positive braids, then the
braid β−1β′ is σ-positive or σ-negative.

Proof. Assume that β and β′ lie in Bn. Let w and w′ be the Burckel normal
words representing β and β′. As # is a linear ordering, one of Φn(w) # Φn(w′),
Φn(w′) # Φn(w), Φn(w) = Φn(w′) holds. By Proposition 3.14, the first relation
implies that Φn(w−1w′) is equivalent to a σΦ-positive word, hence that w−1w′ is
equivalent to a σ-positive word. The second relation similarly implies that w′−1w
is equivalent to a σ-positive word, hence that w−1w′ is equivalent to a σ-negative
word. The third relation implies that w and w′ are equivalent, hence that w−1w′

is equivalent to the empty word.

4.2. Burckel normal vs. Φ-normal form. Another application of Proposi-
tion 3.14 is that the Φ-normal form of Section 1 coincides with the Burckel normal
form of Section 3. This coincidence result is important, for it implies that each nor-
mal form inherits the nice properties from the other, namely conceptual simplicity
in the case of the Φ-normal form, and connection with the σΦ-ordering in the case
of the Burckel normal form.

Both normal forms arise as the iteration of some splitting operation that asso-
ciates with every braid of B+

n a finite sequence of braids of B+
n−1: this is clear for

the Φ-normal form, which is introduced as the iteration of the Φn-splitting. This
is also true for the Burckel normal form. To explain that, let us introduce the
following general notion:

Definition 4.2. Assume β ∈ B+
n. We say that a sequence (βp, ... , β1) is a

Φn-factorization of β if we have β = Φp−1
n

(βp) · ... · Φn(β2) · β1.

The Φn-splitting of β is a particular Φn-factorization of β, namely the one
obtained by taking the maximal possible right divisor at each step—so it could
be adequately called the right greedy Φn-factorization of β. Now, we can consider
other distinguished factorizations. In particular, there is the natural notion of a
shortest Φn-factorization, i.e., the one(s) with the minimal number of entries.

Lemma 4.3. For every positive braid β, the Burckel normal form of β comes
from iterating the shortest factorization: if w is the Burckel normal form of β, and if
(wp, ... , w1) are the Φn-splitting of w, then (wp, ... , w1) is a shortest Φn-factorization
of β.

Proof. Assume that (βp′ , ... , β1) is a Φn-factorization of β satisfying p′ < p.
Then, by concatenating the Burckel normal forms of βp′ , ... , β1 and inserting the re-
quired flips, we obtain a new word w′ representing β that, by construction, satisfies
w′ # w, so w cannot be Burckel normal.

Thus the difference between the Φ-normal form and the Burckel normal form
is clear: in one case, we maximize the right entries, in the other, we minimize the
length. We prove now that the two approaches lead to the same result.
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Proposition 4.4. For each positive braid β, the Φ-normal form of β and its
Burckel normal form coincide.

Proof. As each positive braid admits a unique Burckel normal representative
word and a unique Φ-normal representative word, proving one implication is suf-
ficient. We shall prove that an n-strand braid word that is not Φ-normal cannot
be Burckel normal using induction on n ! 2 —we could start from n = 3 as well,
since we already know that the Φ-normal and Burckel normal 3-strand words are
characterized by the same exponent constraints. For n = 2, the result is obvious,
as each positive 2 braid admits only one representative word. Assume now n ! 3,
let β be a positive n-strand braid, and assume that w is a word representing β that
is not Φ-normal. We shall prove that w cannot be the Burckel normal form of β,
i.e., that there exists another word w′ representing β that satisfies w′ # w.

Let (wp, ... , w1) be the Φn-splitting of w. By definition of the Φ-normal form,
w being not Φ-normal can have two causes, namely that there exists r such that
wr is not Φ-normal, or that (wp, ... , w1) is not the Φn-splitting of β.

Assume first that some word wr is not Φ-normal. By induction hypothesis,
the word wr is not Burckel normal. Hence there exists w′

r equivalent to wr satis-
fying w′

r # wr. Let w′ be the word obtained from w by replacing the factor that
comes from wr—that is, wr or Φn(wr) according to the parity of r—with w′

r. Then
w′ is equivalent to w and we have w′ # w, so w is not Burckel normal.

Assume now that (wp, ... , w1) is not the Φn-splitting of w. The hypothesis
implies that, for some r ! 2, putting v = Φp−r

n
(wp) · ... · Φn(wr+1) · wr, the braid

represented by v is right divisible by some σi with i ! 2. We shall see that the
factor σi can be extracted from v and incorporated in the next factor wr−1, giving
rise to a new word w′ representing β and satisfying w′ # w.

Indeed, by hypothesis, there exists a positive braid β′ satisfying v = β′σi. Let
v′ be the Burckel normal form of β′, and let w′ be the word

Φr−1
n

(v′) · Φr−2
n

(σn−iwr−1) · ... · w1.

By construction, w′ is equivalent to w. As we have i ! 2, the word σn−iwr−1

belongs to B+
n−1, so the Φn-breadth of w′ is r− 1 plus the Φn-breadth of v′. Hence,

if we can prove v′ # v, this will imply w′ # w, as expected.
So our aim is to prove v′ # v. As # is a linear ordering, it suffices to prove that

v = v′ and v # v′ are impossible. Clearly v = v′ is impossible, since v is equivalent
to v′σ−1

i , and there only remains to exclude v # v′. Now, by hypothesis, v−1v′ is
equivalent to σ−1

i , and, therefore, by Property A, it cannot be equivalent to a σΦ-
positive word. On the other hand, Proposition 3.14 says that, if v # v′ holds, then
v−1v′ is equivalent to a σΦ-positive word, and we have the expected contradiction.
Hence we have v′ # v, whence w′ # w, and w is not Burckel normal.

Remark 4.5. The coincidence result of Proposition 4.4 is quite specific. When
the parabolic submonoids are changed, the right greedy factorization need not be a
shortest factorization: for instance, the (B+

{2,3}, B
+
{1,3})-decomposition of cbabc2b—

i.e., the sequence obtained by taking the maximal right divisor at each step—is
(a, b2, a, cb, a), which has length 5, while (cb, a, bc2b, ε) is a another decomposition
of β into alternating entries in B+

{2,3} and B+
{1,3} that has length 4 only.

Proposition 4.4 implies that the Φ-normal form and the Burckel normal form
each inherit the properties of the other. In particular, we noted that the Φ-normal
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form, exactly as the greedy normal form, can be computed in quadratic time. We
deduce that the same holds for the Burckel normal form—what was unclear from
the construction as the final result of a reduction process.

Even more interesting are the applications involving the σΦ-ordering.

Corollary 4.6. The ordering <+ of Section 2.3 coincides with the braid or-
dering <Φ. In particular, <+ is compatible with multiplication on the left.

Proof. Let β, β′ be positive braids satisfying β <+ β′. Then, by construction,
the Φ-normal form of β is <+-smaller than the Φ-normal form of β′. Owing to
Proposition 4.4, this means that the Burckel normal form of β is <+-smaller than
the Burckel normal form of β′. By Proposition 3.14, the latter implies that β−1β′

is σΦ-positive, hence that β <Φ β′ holds.

We thus established a positive answer to Question 2.18.
By Proposition 2.17, the <+-comparison of two braids has a quadratic com-

plexity. So another consequence of Corollary 4.6 is:

Corollary 4.7. For each n, the braid orders < and <Φ on Bn can be decided
in quadratic time: if w is a (not necessarily positive) n-strand braid word of length %,
then whether w > 1 holds can be decided in time O(%2).

It also directly follows from Corollary 4.6 that the recursive definition of the
ordering <+ becomes a recursive characterization of the ordering <Φ—as announced
in Proposition II.4.6:

Proposition 4.8. Assume n ! 3 and β, β′ ∈ B+
n. Then β <Φ β′ holds if and

only if the Φn-splitting of β is smaller than the Φn-splitting of β′ with respect to the
ShortLex-extension of the σΦ-ordering of B+

n−1.

4.3. The well-order property and the ordinal type. Still another appli-
cation of Corollary 4.6, hence of Proposition 3.14, is that the σΦ-ordering of positive
braids is a well-ordering.

Proposition 4.9. For each n ! 2, the restriction of the braid ordering <Φ

to B+
n is a well-ordering of ordinal type ωωn−2

.

Proof. According to Proposition 2.15, the restriction of the braid ordering <+

to B+
n is a well-ordering, hence, by Corollary 4.6, the same holds for <Φ. As for

the ordinal type, we first observe that the ShortLex-extension of a well-ordering of
ordinal type λ is a well-ordering of ordinal type ωλ. As (B+

2 , <+
2), i.e., (N, <), is

a well-ordering of ordinal type ω, i.e., ωω0
, this inductively implies that (B+

n, <Φ)
has ordinal type at most ωωn−2

. A priori, we have an inequality only, because an
arbitrary sequence of braids of B+

n−1 need not be the Φn-splitting of a braid of B+
n.

In order to obtain an equality, the point is to show that there exist enough braids
with a Φn-splitting of a given form. A solution consists in considering braids that
admit only one representative word, for instance braids represented by words that
involve only σ2

i ’s and, in addition, are such that, after σ2
i , only σ2

i−1, σ2
i , or σ2

i+1 are
possible. A one-to-one correspondence between arbitrary positive n-strand braids
and those of the form above can easily be described, and this is enough to show
inductively that the ordinal type of (B+

n, <Φ) is not less than ωωn−2
.

As the automorphism Φn of B+
n exchanges the original and flipped versions of

the braid ordering, i.e., the orders < and <Φ, we deduce
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Corollary 4.10. For each n ! 2, the restriction of the braid ordering < to B+
n

is a well-ordering of ordinal type ωωn−2
.

On the other hand, we observed that the well-ordered set (B+
n−1, <

Φ) is an
initial segment of the well-ordered set (B+

n, <Φ). It follows that the union of these
well-ordered sets is a well-ordered set, whose ordinal type is the supremum of the
order types of its initial intervals:

Corollary 4.11. The restriction of the braid ordering <Φ to B+
∞ is a well-

ordering of ordinal type ωωω

.

The result that (B+
n, <Φ) is a well-ordering implies that each braid of B+

n can be
attributed an ordinal rank that completely specifies its position in the well-ordering.
In the case of B+

3 , we saw in Corollary 2.22 that this rank is determined by a simple
formula. Things become more complicated for n ! 4, and no such closed formula
is known. We refer to [28] where an iterative method is described.

Remark 4.12. We observed in Chapter II that there is no global automorphism
of B+

∞ exchanging < and <Φ, and that (B+
∞, <) and (B+

∞, <Φ) are not isomorphic.
In particular, (B+

∞, <) is not a well-ordering, as σ1, σ2,... is an infinite descending
sequence for <.

4.4. The subword property. In Chapter II, we explained how to deduce
the result that the restriction of < to B+

n is a well-ordering from Property S, which
asserts that < extends the left divisibility ordering. The latter property can be
proved using Burckel’s techniques as well.

Lemma 4.13. Property S is equivalent to:

For every positive braid β and every i, we have σiβ > β.(4.1)

Proof. Property S says that σiβ > β holds for every braid β and every i. So
Relation (4.1) is the particular case where β is assumed to be positive.

Conversely, let β be an arbitrary braid in Bn. For d large enough, ∆2d
n β is a

positive braid, as was shown in the proof of Proposition I.4.6. If (4.1) is true, we
obtain σi∆2d

n β > ∆2d
n β for i < n, hence ∆2d

n σiβ > ∆2d
n β, as ∆2

n commutes with σi,
and finally σiβ > β by multiplying by ∆−2d

n on the left.

Proposition 4.14 (Property S). For each positive braid β and each i, we have
β < σiβ and β <Φ σiβ.

Proof (sketch). It is enough to prove one of the inequalities, and we consider
the case of <Φ. The point is that, if w is a Φ-normal n-strand braid word, then, for
each i " n− 1, the word w−1σiw is equivalent to a σΦ-positive word. In the case
n = 3, a direct verification is easy, as we can explicitly determine the Φ-normal
form of σiw from that of w. In the general case, no simple direct argument is
known. Here again, Burckel’s approach proves relevant: the result is easy when σiw
is irreducible; otherwise, by inspecting the various possible reduction cases, Burckel
is able to show the above mentioned implication using induction on the rank of w
in the well-ordered set (B+

n, #).



144 VII. ALTERNATING DECOMPOSITIONS



CHAPTER VIII

Dual Braid Monoids

In Chapter VII, we have seen how to exploit the fact that, for n ! 3, every braid
of the monoid B+

n can be decomposed into a product of factors that alternately
lie in the submonoid B+

n−1 and its flipped image Φn(B+
n−1). In this chapter, we

consider another monoid of which the group Bn is a group of fractions, namely the
so-called Birman–Ko–Lee, or dual, monoid B+∗

n of [15, 10]—the name “dual” has
become standard although, so far, no actual duality is involved here, only numerical
coincidences in which some parameters attached with B+

n and B+∗
n are exchanged.

Like the monoid B+
n, the monoid B+∗

n admits a Garside structure, but, in this case,
the associated automorphism φn is not an involution, but an order n morphism
similar to a rotation. One is naturally led to considering for each element of B+∗

n a
decomposition into a product of factors that cyclically lie in the submonoid B+∗

n−1

and its successive images under φn, φ2
n
, ... , φn−1

n
, thus obtaining for B+∗

n a new
normal form that compares with the greedy normal form as the Φ-normal form of
Chapter VII compares with the standard greedy normal form of B+

n.
Using this approach, Jean Fromentin analyses in [90] the restriction of the

σΦ-ordering to B+∗
n . The results are similar to those of Chapter VII. As for the

construction of the braid ordering, one obtains one more proof of Property C.
As for its properties, one establishes that (B+∗

n , <Φ) is a well-ordering of ordinal
type ωωn−2

, a result that properly extends those of Chapter VII since B+∗
n is a

proper extension of B+
n.

One of the most interesting features in this approach is that, for most results,
we obtain proofs that are cleaner and more simple using the dual monoid B+∗

n than
using the monoid B+

n. In particular, we shall prove by a straight computation
that, if β, β′ are two braids of B+∗

n and β <∗ β′ holds in a sense similar to Def-
inition VII.2.14, then the quotient β−1β′ is σΦ-positive. We recall that the proof
of the analog result in B+

n given in Section VII.4 was much more delicate, relying
on Burckel’s sophisticated methods involving a transfinite induction. So, although
many questions remain open at the time of writing, this line of research seems quite
promising.

The chapter is organized as follows. Section 1 contains a quick introduction
to dual braid monoids and their Garside structure. In Section 2, we describe the
φn-splitting of every braid in B+∗

n , and deduce both a new normal form and a
natural linear ordering of B+∗

n . In Section 3, we state Fromentin’s coincidence
result that connects the latter ordering with the σΦ-ordering, and we explain both
its applications and the main steps in the proof.

1. Dual braid monoids

As shown by Birman, Ko, and Lee in [15], there exists for each n a sub-
monoid B+∗

n of Bn that properly includes the monoid B+
n for n ! 3, but still admits

145
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what is called a Garside structure, i.e., a good divisibility theory with lcm’s and
gcd’s. Here we briefly describe the construction of the monoid B+∗

n and its main
algebraic properties.

1.1. Birman–Ko–Lee generators. The braid group Bn admits a standard
generating family, namely the Artin generators σi. Clearly, {σ1, ... , σn−1} is minimal
in that each proper subfamily generates a proper subgroup of Bn—but Bn admits
generating families of smaller cardinality, for instance {σ1, σ1σ2...σn−1}.

If we add more braids to the family of Artin generators, we obtain a new,
redundant family of generators for the group Bn. In the sequel, we consider one such
redundant family, obtained by adding certain conjugates of the Artin generators σi.

Definition 1.1. (See Figure 1) For 1 " i < j, we put

ai,j = σi...σj−2 σj−1 σ−1
j−2...σ

−1
i .(1.1)

Figure 1. From left to right: a1,4, a1,3, and a2,4; geometrically, ai,j

corresponds to a braid diagram in which the strands at position j crosses
over the strand at position i, both passing behind all intermediate strands.

The family of all braids ai,j enjoys nice invariance properties with respect to
cyclic permutations of the indices, which are better visualized when ai,j is repre-
sented on a cylinder—see Figure 2. Then, it is natural to associate with ai,j the
chord connecting the vertices i and j in a circle with n marked vertices.

1

2

3

4

5

6

1

2

3

4

1

4

2

3 5

6

a2,3

a1,5a1,4

Figure 2. Drawing a braid diagram on a cylinder: folding the usual
diagram around a cylinder helps vizualizing the cyclic symmetries of the
family {ai,j | i < j}; viewing the cylinder from the side, we associate
to ai,j the chord that connects the ith and the jth point in a circle with n
distinguished points.

It will also be helpful to adopt a more economical representation in which ai,j

is associated with a vertical arrow from the ith line to the jth line on an n-line
stave (Figure 3). Then a−1

i,j is naturally represented by a similar descending arrow.

Convention 1.2. In concrete examples, we shall extend the previous conven-
tion of using a, b,... for σ1, σ2,...—hence also for a1,2, a2,3,... We shall use b′, c′,...
for a1,3, a2,4,... as they are conjugates of b, c,... by one σi, then, similarly, c′′, d′′,...
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1
2
3
4
5
6

a1,4

c′′
a−1
3,5

D′
a1,4a2,3 = a2,3a1,4

d′′c = cd′′
a1,4a4,5 = a4,5a1,5 = a1,5a1,4

d′′e = ee′′′ = e′′′d′′

= = =

Figure 3. Arrow representation of the braids ai,j and their relations:
ai,j corresponds to an upward arrow from line i to line j, while a−1

i,j is
represented with a downward arrow; below are the counterparts using the
simplified notational system described of Convention 1.2.

for a1,4, a2,5,... which are conjugates of c, d,... by two σi’s, etc. Thus, the letters re-
fer to the end line in the arrow representation, while the dashes refer to the number
of conjugating σi’s.

In terms of the generators ai,j , the group Bn can be presented by the usual
braid relations of (I.1.1) in which we substitute ai,i+1 to σi, plus the defining rela-
tions (1.1). A more symmetric and more interesting presentation is as follows. In
the sequel, we write [i, j] for the interval {i, i + 1, ... , j} of N, and we say that [i, j]
is nested in [i′, j′] if we have i′ < i < j < j′.

Lemma 1.3. In terms of the ai,j, the group Bn is presented by the relations

ai,jai′,j′ = ai′,j′ai,j for [i, j] and [i′, j′] disjoint or nested,(1.2)
ai,jaj,k = aj,kai,k = ai,kai,j for 1 " i < j < k " n.(1.3)

Proof. It is easy to check from the definition of the ai,j ’s in terms of the σi’s
that the relations (1.2) and (1.3) are satisfied in Bn. Conversely, it is equally easy
to deduce from the previous relations that the generators ai,i+1 satisfy the braid
relations and that each ai,j can be expressed in terms of the sole elements ai,i+1 by
relations imitating (1.1).

In the chord representation, the relations of type (1.2) correspond to the fact
that, for each chord triangle, the product of two adjacent edges taken clockwise
does not depend on the edges: for instance, on Figure 2, the triangle (1, 4, 5)
gives a1,4a4,5 = a4,5a1,5 = a1,5a1,4. Relations of type (1.3) say that the generators
associated with non-intersecting chords commute: for instance, on Figure 2, we see
that a3,4 and a2,6 commute—but, for instance, we claim nothing about a1,4 and a2,6.
The corresponding arrow representations are given in Figure 3.

Remark 1.4. In [15], ai,j is defined to be σ−1
i ...σ−1

j−2 σj−1 σj−2...σi, i.e., it cor-
responds to the strands at positions i and j passing in front of all intermediate
strands, not behind. Both options lead to isomorphic monoids, but our choice is
the only one that naturally leads to the suitable embedding of B+∗

n−1 into B+∗
n .

1.2. The dual braid monoid B+∗
n and its Garside structure. By defini-

tion, the monoid B+
n is the submonoid of Bn generated by σ1, ... , σn−1. When we

consider the family of all braids ai,j with i < j " n, it also generates a submonoid
of Bn, but, because, for n ! 3, the family contains elements that do not lie in B+

n,
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this submonoid properly includes B+
n. This monoid is the object we shall study in

this chapter.

Definition 1.5. For n ! 2, we define the dual braid monoid B+∗
n to be the

submonoid of Bn generated by the braids ai,j with 1 " i < j " n. The elements
of B+∗

n will be called dual-positive braids.

By definition, we have σi = ai,i+1 for each i, and, therefore, the monoid B+
n is

included in the monoid B+∗
n : every positive braid is dual-positive. The inclusion

is proper for n ! 3 as a1,3 does not lie in B+
3 : the dual-positive braid a1,3 is not

positive.
We saw in Chapter I that B+

n turns out to admit, as a monoid, the same
presentation as Bn, i.e., it is the monoid presented by the braid relations (I.1.1):
this is one of the many consequences of the fact that the monoid presented by the
above braid relations is what is now called a Garside monoid. A similar result holds
for the monoid B+∗

n with respect to the relations of Lemma 1.3.

Proposition 1.6. For each n, the monoid B+∗
n is generated by elements ai,j

with 1 " i < j " n subject to the relations of Lemma 1.3.

The method for proving this result consists in introducing the abstract mon-
oid M presented by generators ai,j subject to the relations of Lemma 1.3, and in
proving that M is isomorphic to B+∗

n . Exactly as in the study of the monoid B+
n

by F.A. Garside in [94], the major step consists in showing that M admits a Garside
structure: it is cancellative, any two elements admit unique left and right lcm’s and
gcd’s, and a1,2a2,3...an−2,n−1 is a Garside element, i.e., its left and right divisors
coincide, they are finite in number, and they generate the monoid. Two types of
proofs can be used, namely combinatorial arguments directly inspired from [94]—
see [15], or [54]—or more conceptual arguments based on an interpretation of the
elements of B+∗

n in terms of non-crossing partitions [10].
The existence of a Garside structure on B+∗

n implies that the properties of
divisibility in B+∗

n are similar to those of the monoid B+
n, the role of ∆n being now

played by the braid δn of Definition I.4.3, i.e.,

δn = a1,2 a2,3 ... an−1,n,(1.4)

in terms of the generators ai,j . In particular, every element of B+∗
n admits a dis-

tinguished decomposition similar to the greedy normal form of Chapter VI. This
decomposition involves the elements of B+∗

n that are divisors of δn—in the sense
of B+∗

n , i.e., the quotient lies in B+∗
n , not necessarily in B+

n. It turns out that
these elements, which can naturally be called dual-simple, are in one-to-one cor-
respondence with those permutations of {1, ... , n} that can be realized by parallel
descending cycles, or, in another language, with non-crossing partitions of {1, ... , n}.
This implies that the number of dual-simple n-strand braids is the Catalan number

1
n+1

(2n
n

)
, strictly smaller than the number n! of simple n-strand braids.

1.3. The cycling automorphism. In order to study the monoid B+
n in Chap-

ter VII, we appealed to the flip automorphism Φn, which is the inner automorphism
associated with ∆n. In this chapter, we shall similarly use the inner automor-
phism φn associated with the braid δn, which we recall is defined for β in Bn by

φn(β) = δn β δ−1
n .
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This is quite natural: we mentioned that both monoids B+
n and B+∗

n are equipped
with a Garside structure, with minimal Garside elements ∆n and δn, respectively,
and it is well-known that, in every Garside monoid, the inner automorphism associ-
ated with the minimal Garside element plays an important role [54]. However, the
situations in B+

n and B+∗
n are different: while conjugating by ∆n gives an involu-

tory automorphism that corresponds to a symmetry in braid diagrams, conjugation
by δn gives an order n automorphism that should be viewed as a rotation.

For our current purpose, the important point is that—contrary to the flip
automorphism Φn—the automorphism φn leaves the monoid B+∗

n invariant:

Lemma 1.7. (Figure 4) For all i, j with i < j " n, we have

φn(ai,j) =

{
ai+1,j+1 for j " n− 1,

a1,i+1 for j = n.
(1.5)

1
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3
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3

4
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φ6$

Figure 4. The automorphism φ6 viewed as a clockwise rotation by
2π/6: we read φ6(a2,3) = a3,4—i.e., with our notational conventions,
φ6(b

′) = c′—or φ6(a1,5) = a2,6, i.e., φ6(d
′′) = e′′; note that φ6(a1,6)

is a1,2.

The proof is an easy verification from the formulas of Lemma I.4.4. Note that
the relation φn(ai,j) = ai+1,j+1 always holds provided indices are taken mod n, i.e.,
ai+1,n+1 means a1,i+1.

1.4. The σΦ-ordering on B+∗
n . As B+∗

n is a subset of Bn, it makes sense to
investigate the restriction of the σ-ordering < to B+∗

n . As in Chapter VII, it will be
convenient—actually necessary—to consider the flipped version <Φ of the ordering,
i.e., to take into account the letters σi with highest index occurring in a braid word,
and not the one with lowest index.

Example 1.8. An easy direct verification shows that ai,j <Φ ai′,j′ holds if and
only if we have either j < j′, or j = j′ and i > i′. Thus, under the ordering <Φ,
the generators ai,j form a well-ordered sequence that starts with

1<Φa1,2<
Φa2,3<

Φa1,3<
Φa3,4<

Φa2,4<
Φa1,4<

Φa4,5<
Φa3,5<

Φa2,5<
Φa1,5<

Φ...

i.e., using Convention 1.2 to improve readability,

1 <Φ a <Φ b <Φ b′ <Φ c <Φ c′ <Φ c′′ <Φ d <Φ d′ <Φ d′′ <Φ d′′′ <Φ ...(1.6)

For information, when we consider the σ-ordering rather than the σΦ-ordering, the
sequence goes in the other direction, but with a much more complicated pattern:

a > b′ > c′′ > d′′′ > ... > b > c′ > d′′ > ... > c > d′ > ... > d > ... > 1.
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Our aim in the sequel will be to understand the σΦ-ordering of B+∗
n as completely

as possible. To do that, we shall have to work with words, and we first fix some
notation. Two alphabets are involved here, namely that of the Artin generators σi

and that of Birman–Ko–Lee generators ai,j .

Definition 1.9. (i) A word on the alphabet {a±1
i,j | 1 " i < j " n} is called a

dual n-strand braid word. It is said positive if it contains no letter a−1
i,j .

(ii) Let ãi,j be the braid word specified by the right term in (1.1). For w a dual
braid word, we denote by w̃ the word in the letters σ±1

i obtained by replacing each
letter a±1

i,j by the corresponding word ã±1
i,j .

So, for instance, if w is the dual braid word a2,4a
−1
1,3—i.e., c′B′—then w̃ is the

braid word σ2σ3σ
−1
2 σ1σ

−1
2 σ−1

1 —i.e., bcBaBA.
In Chapter II, a braid word (in the letters σ±1

i ) has been called σΦ-positive
if the letter σi with highest index i occurs positively only. Here it will be useful
to introduce the notion of a σΦ

i -positive word that takes into account the specific
index i, and is therefore the counterpart of the notion of a σi-positive word.

Definition 1.10. (i) A braid word is said to be σΦ
i -positive if it contains at

least one letter σi, but no σ−1
i and no σ±1

j with j > i. Similarly, it is said to be
σΦ

i -negative if it contains at least one σ−1
i , but no σi and no σ±1

j with j > i.
(ii) A braid β is said to be σΦ-positive (resp. σΦ-negative) if it admits at least one
σΦ-positive (resp. σΦ-negative) representative braid word.

By definition, the word ãi,j is σΦ
j−1-positive for each i and j. So, the first,

obvious observation is

Lemma 1.11. Assume that w is a dual braid word. Then the braid word w̃ is
σΦ

j−1-positive if and only if w contains at least one letter ai,j, no letter a−1
i′,j, and no

letter a±1
i′,j′ with j′ > j.

Proposition 1.12. Every braid β in B+∗
n satisfies β !Φ 1 and β ! 1.

Proof. As for the σΦ-ordering, Lemma 1.11 shows that each braid ai,j is
σΦ-positive, and an obvious induction on the length then shows that, for every
nonempty positive dual braid word w, the word w̃ is σΦ-positive.

As for the σ-ordering, we cannot conclude directly, as, for j ! i + 2, the
word ãi,j is neither σ-positive nor σ-negative. However, it is immediate to check that
σ−1
j−1 ... σ−1

i+1 σi σi+1 ... σj−1 is another expression of ai,j , which is σ-positive. Then,
we deduce as above that every non-trivial braid in B+∗

n is σ-positive.

As the automorphism φn corresponds to a rotation, it need not preserve the
braid ordering: for instance, for n ! 3, we have φn(a1,2) = a2,3 and φn(a1,n) = a1,2,
hence, according to (1.6), a1,2 <Φ a1,n but φn(a1,2) >Φ φn(a1,n).

However, such counter-examples may occur only when generators of the form ai,n

are involved, and we have the following simple criterion.

Lemma 1.13. Assume that β lies in Bn and is σΦ
i -positive for some i " n− 2.

Then φn(β) is σΦ
i+1-positive.

Proof. Let w be a σΦ
i -positive expression of β. By hypothesis, w contains

no letter σ±1
n−1. Hence applying φn amounts to shifting all indices by 1, and the

resulting braid word is therefore σΦ
i+1-positive.
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2. The φ-normal form on B+∗
n

As was the case for the σΦ-ordering and the Garside structure of B+
n, the σΦ-

ordering and the Garside structure of B+∗
n are not easily connected. In particular,

there is no simple way of comparing dual-positive braids by inspecting their (left or
right) greedy normal forms. Following the scheme that was sucessful in Chapter VII,
we shall now describe a new normal form on B+∗

n that will turn out to provide a
very simple connection with the σΦ-ordering.

2.1. The φn-splitting. In Chapter VII, the initial observation is that each
braid in the monoid B+

n admits a unique, well-defined, maximal right divisor that
lies in the submonoid B+

n−1. The same phenomenon occurs in the dual monoid B+∗
n .

Lemma 2.1. Assume n ! 3. Then every braid β in B+∗
n admits a unique max-

imal right divisor β1 that lies in B+∗
n−1.

Proof. The condition for applying Lemma VII.1.1 is that the considered sub-
monoid, here B+∗

n−1, is closed under right divisor and left lcm, two conditions that
can be easily checked in the current case.

The unique braid β1 provided by Lemma 2.1 is naturally called the B+∗
n−1-tail

of β. It admits the following characterization:

Lemma 2.2. For every braid β in B+∗
n , n ! 3, the following are equivalent:

(i) The braid β1 is the B+∗
n−1-tail of β;

(ii) We have β = β′β1 for some β′ that is right divisible by no ai,j with j < n;
(iii) The braid β1 is the right gcd of β and δd

n−1, where d is the degree of β.

The proof is similar to that of Proposition VII.1.5.
Here comes the difference between B+

n and B+∗
n . In the case of B+

n, the flip
automorphism Φn has order 2, so we obtained a distinguished B+

n−1-decomposition
for every braid in B+

n by using the tail construction for B+
n−1 and Φn(B+

n−1) al-
ternately. In our current case, the automorphism φn has order n, and we shall
therefore consider the n submonoids B+∗

n−1, φn(B+∗
n−1), ... , φn−1

n
(B+∗

n−1) cyclically.
In this way, we find, for every braid β in B+∗

n , a distinguished decomposition

β = φp−1
n

(βp) · ... · φn(β2) · β1(2.1)

where all braids βr belong to B+∗
n−1.

Definition 2.3. Assume n ! 3 and β belongs to B+∗
n . The φn-splitting of β is

the unique sequence (βp, ... , β1) in B+∗
n−1 such that (2.1) holds and, for each r, the

braid βr is the B+∗
n−1-tail of φp−r

n
(βp) · ... · φn(βr+1) · βr. The parameter p is called

the φn-breadth of β.

As in the case of the Φn-splitting in B+
n, the φn-splitting admits a simple char-

acterization that follows from Lemma 2.2.

Proposition 2.4. For each non-trivial braid β in B+∗
n , the φn-splitting of β is

the unique sequence (βp, ... , β1) in B+∗
n−1 such that β = φp−1

n
(βp) · ... · φn(β2) · β1

holds with βp 0= 1 and, for each r ! 2, the braid φp−r+1
n

(βp) · ... · φn(βr) is right
divisible by no ai,j with j < n.

As the notion of φn-splitting is crucial in the sequel, we describe several exam-
ples.
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...

β1

φ6(β2)

φ2
6
(β3)

1

2

3

4

5

6

Figure 5. The φn-splitting of a braid in B+∗
n —here with n = 6: starting

from the right, we extract the B+∗
5 -tail, i.e., the maximal fragment that

leaves the last strand, here the 6th one, unbraided, then extract from the
remainder the maximal fragment that leaves the first strand unbraided, then
extract from the remainder the maximal fragment that leaves the second
strand unbraided, etc.

Example 2.5. We start with the φ3-splitting of the three standard generators
of B+∗

3 , namely a1,2, a2,3, a1,3, or a, b, and b′ using Convention 1.2. As a belongs
to B+∗

2 , its φ3-splitting is the length 1 sequence (a). Then b does not lie in B+∗
2 , but

its image under φ−1
3

, namely a, does. So the φ3-splitting of b is (a, 1), corresponding
to the decomposition

b = φ3(a) · 1.
As for b′, neither b′ nor φ−1

3
(b′), which is b, lies in B+∗

2 . But φ−2
3

(b′) equals a, so
the φ3-splitting of b′ is (a, 1, 1), corresponding to the decomposition

b′ = φ2
3
(a) · φ3(1) · 1.

The reader can similarly check that, for each n ! 3, the φn-splitting of ai,j is





(ai,j) for i < j " n− 1,

(ai−1,n−1, 1) for 2 " i and j = n,

(an−2,n−1, 1, 1) for i = 1 and j = n.

(2.2)

Example 2.6. We consider now a few more cases. Lemma 2.2(iii) provides
a systematic algorithm for computing the B+∗

n−1-tail of a braid in B+∗
n from an

implementation of the gcd operation. However, in simple cases, it is in general
sufficient to play with the braid relations to recognize the expected tail using the
fact that β1 is the B+∗

n−1-tail of a braid β of B+∗
n if it is a right divisor of β and the

quotient ββ−1
1 is right divisible by no ai,j with j < n.

Let us compute the φ3-splitting of the braid δ2
3—i.e., abab. The first step is to

determine the B+∗
2 -tail of δ2

3 . Using the braid relations, we obtain δ2
3 = ab′aa, and

it is easy to check that a is not a right divisor of ab′. So a2 is the expected tail.
Applying φ−1

3
to the remainder ab′, we find the first step in the decomposition:

δ2
3 = φ3(b

′b) · a2.
Then we now look for the B+∗

2 -tail of b′b. It turns out that a is not a right divisor
of b′b, so the B+∗

2 -tail of b′b is 1, and, applying φ−1
3

again, we find
δ2
3 = φ2

3
(ba) · φ3(1) · a2.

We now look for the B+∗
2 -tail of ba, which is a, and obtain

δ2
3 = φ3

3
(a) · φ2

3
(a) · φ3(1) · a2.

We look for the B+∗
2 -tail of a, which is a itself, and we are done as the remain-

der is 1. So the φ3-splitting of the braid δ2
3 is the length 4 sequence (a, a, 1, a2),
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i.e., (a1,2, a1,2, 1, a2
1,2). Applying the successive rotations, this corresponds to the

factorization δ2
3 = a · b′ · 1 · a2.

The reader is invited to check similarly that, for each d ! 1, the φ3-splitting
of δd

3 is the length d+2 sequence (a, a, ... , a, 1, ad), and that the φ4-splitting of δd
4 is

the length d+2 sequence (b, ... , b, 1, δ2
3), corresponding for d = 2 to the factorization

δ2
4 = a · c′′ · 1 · δ2

3 . Note that the formula for δ2
4 is quite similar to that for δ2

3 ; in
particular, it is not more complicated, a general phenomenon that illustrates the
technical advantages of B+∗

n compared with B+
n.

2.2. The φ-normal form, case of 3 strands. As B+∗
2 is a free monoid

generated by a1,2—i.e., by σ1—every element of B+∗
2 has a unique expression as ae

1,2

with e ! 0. With the φ3-splitting, we have a distinguished decomposition of every
braid β in B+∗

3 as a product of φ3-images of braids in B+∗
2 . From there, we deduce

a distinguished expresssion of β.

Definition 2.7. Assume β ∈ B+∗
3 . Let (aep

1,2, ... , a
e1
1,2) be the φ3-splitting of β.

We define the code of β to be the sequence (ep, ... , e1), and its φ-normal form to
be the word a

ep

[p,p+1] ... a
e3
1,3 ae2

2,3 ae1
1,2, where a[p,p+1] denotes a1,2 (resp. a2,3, a1,3) for

p = 1 (resp. 2, 3) mod 3.

By construction, the φ-normal form of a braid β of B+∗
3 is the word obtained by

concatenating the (unique words representing) the entries in its φ3-splitting after
applying the required rotations φ3.

Example 2.8. We saw in Example 2.6 that the φ3-splitting of δ2
3 is the sequence

(a, a, 1, a2), corresponding to the decomposition δ2
3 = φ3

3
(a) · φ2

3
(a) · φ3(1) · a2, i.e.,

δ2
3 = a · b′ · 1 · a2. Hence the φ-normal form of δ2

3 is the word ab′aa.

Like Φ-normal words in Chapter VII, φ-normal words can easily be character-
ized in terms of their exponents, i.e., the sizes of the blocks of successive letters.
We say that a word w on the alphabet {a1,2, a2,3, a1,3} admits the exponent se-
quence (ep, ... , e1) if, with the notational convention of Definition 2.7, we have
w = a

ep

[p,p+1] ... a
e3
1,3 ae2

2,3 ae1
1,2 and p is minimal, i.e., we have ep ! 1 and er+1 = er = 0

may occur only for r = 1.

Proposition 2.9. A word on the alphabet {a1,2, a2,3, a1,3} with the exponent
sequence (ep, ... , e1) is φ-normal if and only if er ! 1 holds for r ! 3.

2.3. The φ-normal form, general case. For β in B+∗
4 , the φ4-splitting pro-

vides a distinguished decomposition for β in terms of braids in B+∗
3 , so, as in Sec-

tion VII.2.2, we can obtain a unique normal expression for a braid of B+∗
4 by using

the φ-normal form of the successive entries in its φ4-splitting, and so on iteratively.

Example 2.10. (Figure 6) We saw in Example 2.6 that the φ4-splitting of δ2
4

is the sequence (b, b, 1, δ2
3), corresponding to the decomposition

δ2
4 = φ3

4
(b) · φ2

4
(b) · φ4(1) · δ2

3 .(2.3)

Then we saw in Example 2.8 that the φ-normal form of δ2
3 is ab′aa. Similarly,

according to Example 2.5, the φ3-splitting of b is (a, 1), leading to the φ-normal
form b. When we insert these expressions in (2.3) and apply the rotations, we obtain
a distinguished representing word for δ2

4 , namely a ·c′′ ·ε ·ab′aa, i.e., ac′′ab′aa. The
latter word will naturally be defined to be the φ-normal form of δ2

4 . It corresponds
to the iterated splitting illustrated in Figure 6.



154 VIII. DUAL BRAID MONOIDS

δ2
4

φ3
4 φ2

4
φ4

After reintroducing rotations:

1 δ2
3

φ3 φ3 (φ3
3
) φ2

3
φ3

1

1

1

1

1

1

1

1

b b

a

a

a

c′′

a

a

a

b′

a2

a2

Figure 6. Two-step construction of the φ-normal form of δ2
4 : we first

split δ2
4 into a sequence of braids in B+∗

3 , then split each of them into
a sequence of braids in B+∗

2 , i.e., of powers of a; taking rotations into
account, we obtain a distinguished word representing δ2

4 , here ac′′ab′a2.

Definition 2.11. For β in B+∗
n , we define the φ-normal form of β to be

• for n = 2, the unique word representing β;
• for n ! 3, the word φp−1

n
(wp) · ... · φn(w) · w1, where (βp, ... , β1) is the φn-

splitting of β and wr is the φ-normal form of βr for each r.

The construction is exactly similar to that of Definition VII.2.8. As for compu-
tational complexity, all procedures mentioned here for B+∗

n have the same charac-
teristics as their B+

n-counterparts. In particular, the φ-normal form of an n strand
braid specified by a braid word of length % on the alphabet of the letters ai,j can
be computed in time O(%2).

2.4. A linear ordering of B+∗
n . Using the φn-splitting, we recursively in-

troduce a linear ordering on B+∗
n . As in Chapter VII, we shall eventually see in

Section 3 that it coincides with the σΦ-ordering. The construction is entirely similar
to that of Section VII.2.3, and we shall only insist on the specifities of the dual case.

Definition 2.12. For n ! 2, we recursively define <∗
n on B+∗

n as follows:
• For β, β′ in B+∗

2 , we declare β <∗
2 β′ if we have β = ae

1,2 and β′ = ae′

1,2 with e < e′;
• For β, β′ in B+∗

n with n ! 3, we declare β <∗
n β′ if the φn-splitting of β is smaller

than the φn-splitting of β′ for the ShortLex-extension of <∗
n−1.

Example 2.13. We saw in Example 2.6 that the φ3-splittings of a, b, and b′

respectively are (a), (a, 1), and (a, 1, 1), of lengths 1, 2, and 3. Hence, by definition,
we have a <∗

3 b <∗
3 b′. Similarly, using (2.2), an easy induction on n ! 3 shows that,

for 1 " i < j " n and 1 " i′ < j′ " n, the relation ai,j <∗
n ai′,j′ holds if and only if

we have either j < j′, or j = j′ and i > i′. So, in particular, the <∗
n-smallest ai,j

in B+∗
n that does not lie in B+∗

n−1 is an−1,n.

Proposition 2.14. (i) For n ! 2, the relation <∗
n is a well-ordering of B+∗

n .
For each braid β in B+∗

n , the immediate <∗
n-successor of β is β a1,2.

(ii) For n ! 3, the ordering <∗
n extends the ordering <∗

n−1, and B+∗
n−1 is the initial

segment of B+∗
n determined by an−1,n, i.e., B+∗

n−1 = {β ∈ B+∗
n | β <∗

n an−1,n} holds.

Proof. Everything is similar to Proposition VII.2.15, except the last point.
For the latter, we observe that the braids of B+∗

n whose φn-breadth is 1 are the
elements of B+∗

n−1.
On the other hand, the braid an−1,n does not lie in B+∗

n−1, and its φn-splitting
is (an−2,n−1, 1). Let β be a braid in B+∗

n−1 that satisfies β <∗
n−1 an−2,n−1. By
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induction hypothesis, β lies in B+∗
n−2—with the convention B+∗

1 = {1}—hence φn(β)
lies in B+∗

n−1. It follows that (β, 1) cannot be the φn-splitting of a braid in B+∗
n . Thus

(an−2,n−1, 1) is the smallest length 2 splitting in B+∗
n . Hence, the associated braid,

namely an−1,n, is the <∗
n-minimal braid that has a length 2 splitting, i.e., that does

not lie in B+∗
n−1.

Owing to Proposition 2.14(ii), we skip the index n and write <∗ for <∗
n. Ac-

cording to Example 2.13, the <∗-increasing enumeration of the generators ai,j is

a <∗ b <∗ b′ <∗ c <∗ c′ <∗ c′′ <∗ d <∗ d′ <∗ d′′ <∗ d′′′ <∗ ...

We can observe that the above sequence coincides with the one of (1.6), i.e., that
the linear orders <Φ and <∗ coincide on the set {ai,j | i < j}. We can naturally ask
whether the coincidence extends to all braids in B+∗

∞ . The positive answer will be
given below.

3. Connection between orders

At this point, we have two a priori unrelated linear orderings of the dual braid
monoid B+∗

n , namely the one induced by the σΦ-ordering, and the ordering <∗

constructed in Section 2.4 by a recursive definition based on the φn-splitting. We
shall see now that these orders actually coincide, a recent result by Fromentin [90].
This beautiful result gives a new proof for Property C, as well as a complete and
simple description for the σΦ-ordering of B+∗

n .

3.1. The main result and its applications. As in Chapter VII with the
monoid B+

n and the ordering <+, the method for proving that the ordering <∗

deduced from the φn-splitting coincides with the σΦ-ordering consists in explicitly
constructing σΦ-positive expressions. The key statement is the following result:

Proposition 3.1 (Fromentin [90]). Assume that β, β′ are braids in B+∗
n that

satisfy β <∗ β′. Then β−1β′ is σΦ-positive.

Before sketching the main steps of the proof, we mention applications. First,
exactly as in Chapter VII, we obtain a new proof for Property C:

Corollary 3.2 (Property C). If β, β′ are distinct braids in B+∗
∞—hence in

particular in B+
∞—then β−1β′ is σ-positive or σ-negative.

Proof. The relation <∗ is a linear ordering of B+∗
∞ , hence, for all β, β′ in B+∗

∞ ,
one of β <∗ β′, β′ <∗ β, β′ = β holds, and we apply Proposition 3.1.

Next, we deduce the expected coincidence between the orders <Φ and <∗.

Corollary 3.3. The ordering <∗ of Section 2.4 coincides with the σΦ-ordering.
In particular, <∗ is compatible with multiplication on the left.

Proof. Proposition 3.1 asserts that, for β, β′ in B+∗
n , the relation β <∗ β′

implies β <Φ β′. Conversely, as <∗ is a linear ordering, β 0<∗ β′ implies β′ "∗ β,
whence β′ "Φ β, and, using Property A, we deduce β 0<Φ β′.

From the previous coincidence result, we deduce that the recursive definition
of <∗ is a definition for the restriction of the σΦ-ordering to B+∗

n :

Proposition 3.4. Assume n ! 3 and β, β′ ∈ B+∗
n . Then β <Φ β′ holds if and

only if the φn-splitting of β is smaller than the φn-splitting of β′ with respect to the
ShortLex-extension of the restriction of <Φ to B+∗

n−1.
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Another application of Corollary 3.3, hence of Proposition 3.1, is that the
restriction of the σΦ-ordering to the dual braid monoid B+∗

n is a well-ordering.

Proposition 3.5. For each n ! 2, the restriction of the σΦ-ordering to B+∗
n is

a well-ordering of ordinal type ωωn−2
.

Proof. The argument is the same as for Proposition VII.4.9: as the ShortLex-
extension of a well-ordering of ordinal type λ is a well-ordering of ordinal type λω, we
inductively obtain that (B+∗

n , <Φ) is a well-ordering of ordinal type at most ωωn−2
.

In order to prove that the ordinal type is exactly ωωn−2
, it is enough to exhibit a

subset X of B+∗
n such that the ordinal type of (X, <Φ) is at least ωωn−2

: we saw in
Chapter VII that B+

n is such a subset.

Remark 3.6. The current result that the restriction of the σΦ-ordering to B+∗
n

is a well-ordering gives a new proof of the previous result that its restriction to B+
n

is a well-order: indeed, B+
n is included in B+∗

n , and any restriction of a well-ordering
is a well-ordering.

Finally, as the well-ordered set (B+∗
n , <Φ) is an initial segment of the well-

ordered set (B+∗
n+1, <

Φ), the union B+∗
∞ of these well-ordered sets is a well-ordered

set, whose ordinal type is the supremum of the order types of its initial intervals:

Corollary 3.7. The σΦ-ordering of B+∗
∞ is a well-ordering of ordinal type ωωω

.

Remark 3.8. No result involving the σ-ordering of B+∗
n directly follows from

the previous results, because, contrary to B+
n, the monoid B+∗

n is not invariant under
the flip morphism Φn.

3.2. Splitting the problem. We shall now describe the main steps in Fro-
mentin’s proof of Proposition 3.1. Although relatively delicate, the argument is
nevertheless very natural: it simply consists in directly computing the quotient of
two braids β, β′ satisfying β <∗ β′ and using the relations of the monoid B+∗

n to
obtain a σΦ-positive expression of this quotient. The proof uses inductions on the
braid index, but, for each value of n, it is essentially a computational verification—
but a tricky one: as the Birman–Ko–Lee generators ai,j form a redundant family of
generators, the quotient-braid β−1β′ involved in Proposition 3.1 generally admits a
huge number of expressions in terms of the generators ai,j , and extracting one that
witnesses σΦ-positivity is not so easy.

As in Chapter VII, the first step of the proof consists in replacing the initial
problem, which involves two braids β, β′ with two easier questions involving only
one braid at a time. To this end, one introduces landmark braids playing the role
of a separator with respect to the φn-breadth.

Definition 3.9. For n ! 2, we put δ̂n,−1 = 1, δ̂n,0 = an−1,n and, for d ! 1,

δ̂n,d = φd+1
n

(an−2,n−1) · ... · φ2
n
(an−2,n−1).(3.1)

For d ! 1, the braid δ̂n,d is the braid in B+∗
n whose φn-splitting is the length d+2

sequence (an−2,n−1, ... , an−2,n−1, 1, 1). For instance, we find δ̂3,1 = b′, δ̂3,2 = ab′,
δ̂3,3 = bab′, δ̂3,4 = b′bab′, and so on with the letters a, b, b′ cyclically repeated from
right to left. Similarly, we find δ̂4,1 = c′′, δ̂4,2 = ac′′, δ̂4,3 = bac′′, δ̂4,4 = cbac′′,
now with period 4. The connection between the braid δ̂n,d and the powers of the
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Garside element δn of B+∗
n is similar to the connection between the braid ∆̂n,d and

the powers of ∆n in Chapter VII.

Lemma 3.10. For d ! 1, we have δd
n = δ̂n,d · δd

n−1.

Proof. We use induction on d ! 1. Consider d = 1. By definition, we
have a1,n = δn−1an−1,nδ−1

n−1, hence δn−1an−1,n = a1,nδn−1. Using the relation
φn(β) · δn = δn · β that follows from the definition of φn, we deduce

δn = δn−1 ·an−1,n = a1,n ·δn−1 = φn(an−1,n)·δn−1 = φ2
n
(an−2,n−1)·δn−1 = δ̂n,1 ·δn−1.

Assume now d ! 2. Using the induction hypothesis, we find

δd
n = δd−1

n · δn = δd−1
n · φ2

n
(an−2,n−1) · δn−1

= φd+1
n

(an−2,n−1) · δd−1
n · δn−1

= φd+1
n

(an−2,n−1) · δ̂n,d−1 · δd−1
n−1 · δn−1 = δ̂n,d · δd

n−1,

which is the expected formula.

It follows that δ̂n,d is the remainder of δd
n when its B+∗

n−1-tail, which is δd
n−1, is

removed.
Our aim will be to establish for B+∗

n and the braids δ̂n,d a result similar to
Lemma VII.2.21, namely that every braid in B+∗

n that has φn-breadth p lies be-
tween δ̂n,p−2 and δ̂n,p−1, according to the picture of Figure 7.

︸ ︷︷ ︸
braids of
breadth 1

︸ ︷︷ ︸
braids of
breadth 2

︸ ︷︷ ︸
braids of
breadth 3

︸ ︷︷ ︸
braids of
breadth 4

1

. . .

δ̂n,0 δ̂n,1 δ̂n,2 δ̂n,3δn δ2
n δ3

n (B+∗
n , <Φ)

Figure 7. The braids δ̂n,d as separators in the ordered line (B+∗
n , <Φ).

Establishing the upper bound result is easy.

Proposition 3.11. If β is a braid in B+∗
n whose φn-breadth is p, then β−1 δ̂n,p−1

is σΦ
n−1-positive.

Proof. For p = 1, the result is clear, as the hypothesis means that β−1 belongs
to B+∗

n−1, while δ̂n,0, which is σn−1 by definition, is σΦ
n−1-positive. So assume p ! 2.

The computation is similar to that used for Lemma VII.2.21. Let (βp, ... , β1) be
the φn-splitting of β. Using Lemma 3.10 to let δp−1

n appear, and then pushing the
factors δn to the left appealing to the equality φr

n
(γ) · δn = δn · φr−1

n
(γ), we obtain

β−1δ̂n,p−1 = β−1 · δp−1
n · δ−p+1

n−1

= β−1
1 · φn(β2)−1 · ... · φp−1

n
(βp)−1 · δp−1

n · δ−p+1
n−1

= β−1
1 · δn · β−1

2 · δn · ... · δn · β−1
p · δ−p+1

n−1 .

Choosing for each braid β−1
r and for δn−1 a representative that contains no σn−1,

and choosing for δn the representative σ1...σn−1, we obtain from the above de-
composition an expression for β−1δ̂n,p−1 that contains p− 1 letters σn−1 and no
letter σ−1

n−1.
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Our aim will be to prove the following counterpart of Proposition 3.11:

Proposition 3.12. If β is a braid in B+∗
n whose φn-breadth is p, then δ̂−1

n,p−2 β
is trivial or σΦ-positive.

Gathering Propositions 3.11 and 3.12 immediately gives the result illustrated
in Figure 7:

Corollary 3.13. If β is a braid in B+∗
n whose φn-breadth is p, then we have

δ̂n,p−2 "Φ β <Φ δ̂n,p−1.(3.2)

When Proposition 3.12 is proved, one can easily deduce that, if β, β′ belong
to B+∗

n and the φn-breadth of β is strictly less than that of β′—and that latter
is at least 3—then the quotient β−1β′ is σΦ-positive—so, we essentially obtain the
first half of Proposition 3.1, namely the Short part in the ShortLex-comparison.
Handling the Lex part requires an induction on n and more precise statements,
that will be described below.

3.3. Dangerous elements. Proving Proposition 3.12 turns out to be rather
difficult. To explain the problem, we shall consider a weaker statement that is more
suitable for the subsequent developments.

Definition 3.14. A braid β is said to be σΦ
i -nonnegative if it is σΦ

i -positive,
or it belongs to Bi.

In other words, a braid is σΦ
i -nonnegative if it admits an expression by a braid

word that contains no σ−1
i and no σ±1

j with j > i.
Let us consider for a while the following statement:

For every β in B+∗
n with φn-breadth p,

the quotient δ̂−1
n,p−2 β is σΦ

n−1-nonnegative.(3.3)

The trivial braid and all σΦ-positive n-strand braids are σΦ
n−1-nonnegative, so

(3.3) is a weakening of Proposition 3.12. Let us try to prove it using the method
of Lemma VII.2.21, i.e., by reversing the argument used for Proposition 3.11. Our
aim is to prove that δ̂−1

n,p−2 · β is σΦ
n−1-nonnegative. As δ̂−1

n,p−2 equals δp−2
n−1 · δ−p+2

n

and δp−2
n−1 is σΦ

n−1-nonnegative, we can forget about that factor, and we are left with
proving that, if (βp, ... , β1) is the φn-splitting of β, then

δ−p+2
n · φp−1

n
(βp) · φp−2

n
(βp−1) · ... · β1(3.4)

is σΦ
n−1-nonnegative. As in Proposition 3.11, we can push the negative factors δ−1

n

to the right with the hope that each of them will be absorbed by the neighbouring
factor φr−1

n
(βr) and result in a σΦ

n−1-nonnegative factor. Unfortunately, this naive
approach need not work.

Example 3.15. Let β = c′b′bc′. The φ4-splitting of β is (b′, b′, ab′, 1), so β

has φ4-breadth 4, and we wish to compare it with δ̂4,2. Our claim is that δ̂−1
4,2 β is

σΦ
3 -nonnegative. Following the scheme above, we express δ̂−1

4,2 as δ2
3 · δ−2

4 and push
the δ−1

4 factors to the right in the B+∗
3 -decomposition of β, thus obtaining

δ̂−1
4,2 · β = δ2

3 · δ−2
4 · β = δ2

3 · δ−2
4 · φ3

4
(b′) · φ2

4
(b′) · φ4(ab

′)

= δ2
3 · φ4(b

′) · δ−1
4 · φ4(b

′) · δ−1
4 · φ4(ab

′).
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We would like to show that each positive factor neutralizes the factor δ−1
4 that

lies on its right. For both the first and the second underlined factors, we find
φ4(b

′) · δ−1
4 = CA, a σΦ

3 -negative braid. Hence, the expresion of δ̂−1
4,2 β obtained by

simply concatenating expressions of the above factors is not σΦ
3 -nonnegative—and

a fortiori not σΦ
3 -positive.

So we have to be more subtle. It is not hard to identify the fragments that
are responsible for the problem described above: these are the fragments that can,
when multiplied by δ−1

n , potentially lead to a σΦ
n−1-negative factor. Such fragments

will be called dangerous.

Definition 3.16. (i) For i " n− 1, a braid of B+∗
n−1 is called ai,n-dangerous if

it admits at least one decomposition of the form

β1 δ−1
i,n−1 β2 ... β"−1 δ−1

i,n−1 β"

where β1, ... , β" belong to B+
n−1 and δi,n−1 stands for σiσi+1...σn−2.

(ii) A braid of Bn is called σΦ
i,n−1-positive if it admits a decomposition of the form

β · σn−1 · β′,

where β is σΦ
n−1-nonnegative and β′ is ai,n-dangerous.

By definition, an ai,n-dangerous braid lies in Bn−1, so every σΦ
i,n−1-positive

braid is σΦ
n−1-positive.

Example 3.17. Write (β4, ... , β1) for the φ4-splitting of the braid β of Exam-
ple 3.15. We found β4 = β3 = b′. Now, b′, i.e., a1,3, can be decomposed as
b′ = abA = σ1 · σ2 · δ−1

1,2, where σ1 is σ3-nonnegative and δ−1
1,2 is a1,3-dangerous: so β3

and β4 are σΦ
1,3-positive.

3.4. The main induction. The technical statement we shall use to establish
the main result, namely Proposition 3.1, is a refinement of (3.3) that takes danger-
ous fragments into account and somehow keeps them under control. In order to be
able to use an induction on the breadth, and, to this end, to maintain the needed
induction hypothesis, we shall consider not only the braid of (3.4), but also, more
generally, every braid of the form

δ̂−1
n,p−2 · φp−1

n
(γ) · φp−2

n
(βp−1) · ... · β1(3.5)

where γ resembles βp enough. In the sequel, for β in B+∗
n , the last letter in the

φ-normal form of β is simply called the last letter of β.

Proposition 3.18. Assume that β is a braid belonging to B+∗
n \ B+∗

n−1. Let
(βp, ... , β1) be the φn-splitting of β in B+∗

n . Assume moreover that, for each r ! 3,
the last letter of βr is not an−2,n−1. Let ai−1,n−1 be the last letter of βp, and aj,n

be the last letter of ββ−1
1 . Then, for every σΦ

i−1,n−2-positive braid γ,

δ̂−1
n,p−2 · φp−1

n
(γ) · φp−2

n
(βp−1) · ... · β1(3.6)

is σΦ
j,n−1-positive.

The hypotheses of Proposition 3.18 guarantee that βp itself is σΦ
i−1,n−2-positive,

so, provided the hypothesis on the φ-normal form of β is satisfied, Proposition 3.18
applies to δ̂−1

n,p−2 · β itself. The excluded cases, namely when the last letter in some
nonfinal entry in the φn-splitting of β is an−2,n−1, turn out to occur only when β is
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connected with the braid δ̂n,p−2 itself. They require a specific treatment, but the
principle remains the same, and the conclusion is again that the quotient is always
σΦ

n−1-nonnegative.
When Proposition 3.18 is established, it is not very difficult to conclude.

Proof of Proposition 3.1 from Proposition 3.18 (sketch). We prove
using induction on n ! 2 the following strengthening of Proposition 3.1:

For β, β′ in B+∗
n satisfying β <∗ β′, the braid β−1β′ is σΦ-positive;

moreover, if the φn-breadths of β and β′ are at least 2, then β−1β′

is σΦ
i,n−1-positive, where ai,n is the last letter of β′β′

1
−1 and β′

1 is the
B+∗

n−1-tail of β′.
We use induction on the braid index n. Everything is obvious for n = 2. Assume
n ! 3. Let β, β′ be braids in B+∗

n satisfying β <∗ β′, and let p, p′ be their respective
breadths. We consider the two cases in the definition of a ShortLex-extension.

Short case: p < p′. Then, we use δ̂n,p−1 to separate β and β′. By Proposi-
tion 3.11, β−1δ̂n,p−1 is σΦ

n−1-positive. Provided we are not in one of the special
cases excluded from Proposition 3.18, the latter implies that δ̂−1

n,p−1β
′ is σΦ

n−1-
nonnegative. Hence β−1β′ is a σΦ

n−1-positive. Moreover, if p ! 2 holds and the last
letter of β′

p′ is not an−2,n−1, Proposition 3.18 implies that δ̂−1
n,p−1β

′ is σΦ
i,n−1-positive.

The same holds for β−1β′, and multiplying on the left by the σΦ
n−1-nonnegative

braid β−1δ̂n,p−1 does not change the result. The remaining particular cases are
treated directly.

Lex case: p = p′. For p = 1, the braids β and β′ lie in B+∗
n−1, and the result

directly follows the induction hypothesis. Assume p ! 2. At the expense of left
dividing by the common left factors, we may assume βp <∗ β′

p. The induction
hypothesis guarantees that β−1

p β′
p is σΦ

n−2-positive. Thus we are left with

β−1
1 · ... · φp−2

n
(β−1

p−1) · φp−1
n

(β−1
p β′

p) · φp−2
n

(β′
p−1) · ... · β′

1.

By Proposition 3.11, β−1
1 ·...·φp−2

n
(β−1

p−1)·δ̂n,p−2 is σΦ
n−1-positive, so, up to neglecting

initial σΦ
n−1-nonnegative factors, we are left with proving the σΦ

n−1-positivity of

δ̂−1
n,p−2 · φp−1

n
(β−1

p β′
p) · φp−2

n
(β′

p−1) · ... · β′
1.

By induction hypothesis, and because the tail of β′
p must be trivial, the factor β−1

p β′
p

is σΦ
i−1,n−2-positive, where ai−1,n−1 is the last letter of β′

p. Then applying Proposi-
tion 3.18 with γ = β−1

p β′
p and β′

r in place of βr for r = p− 1, ... , 1 gives the result.
Once again, some variants of Proposition 3.18 are used to treat the remaining spe-
cial cases.

3.5. Stairs. We are thus left with proving Proposition 3.18. The main prob-
lem is to control the dangerous fragments. We shall see that, for each ai,n-dangerous
fragment possibly occurring in the evaluation of (3.6), there exists in the sequence
(βp, ... , β1) some factors that neutralize the σ−1

n−1 factors possibly created by that
dangerous fragment. Such protecting factors will be called ai,n-stairs.

Definition 3.19. (Figure 8) A word w in the letters ai,j with 1 " i < j " n− 1
is called an ai,n-stair lent on aj,n−1 if there exists a decomposition

w = w0 s1 w1 ... w"−1 s" w",(3.7)

and a sequence i = k1 < k2 < ... < k"+1 = n− 1 such that
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• for each r " %, the letter sr is ak,kr+1 for some k satisfying k < kr,
• for each r < %, the word wr contains no ai,j with i < kr+1 < j,
• the last letter of s"w" is aj,n−1.

2

6

w0 w1 w2 w3

3
4

5

a3,5

Figure 8. An a2,6-stair lent on a3,5: a word that contains letters ai,j such
that the upper indices grow until n − 1—here 5—and some overlapping
condition is guaranteed.

Now, everything works and we can complete the argument. Firstly, explicit
computations ensure that the φ-normal form of the braids we are interested in is a
stair.

Lemma 3.20. Assume that (βp, ... , β1) is a φn-splitting. For 1 " r " p, let wr

be the φ-normal form of βr, and let sr be the last letter in wr. Then, provided r ! 3
and sr 0= an−2,n−1 hold, the word wr−1 is an φn(sr)-stair lent on sr−1.

Then, the fact that stairs achieve the expected protection against dangerous
braids is expressed in the following result, whose proof consists of lengthy but easy
computations from the dual braid relations of Lemma 1.3:

Lemma 3.21. Assume that β′ is ai,n-dangerous and β can be represented by an
ai,n-stair lent on aj,n−1. Then β′ β is σΦ

j,n−1-positive.

From there, proving Proposition 3.18 is an easy induction.

Proof of Proposition 3.18. Our aim is to prove that the expression of (3.6),
namely

δ̂−1
n,p−2 · φp−1

n
(γ) · φp−2

n
(βp−1) · ... · β1,(3.8)

is σΦ
j−1,n−1-positive, where aj,n is the last letter of ββ−1

1 —i.e., of β in which we
forget the B+∗

n−1-tail. Write γ = γ′ σn−2 γ′′, where γ′ is σΦ
n−2-nonnegative and γ′′ is

ai−1,n−1-dangerous. We use induction on p ! 2.
For p = 2, (3.8) reduces to φn(γ) · β1, and we obtain

φn(γ) · β1 = φn(γ′) · σn−1 · φn(γ′′) · β1.

By Lemma 1.13, the braid φn(γ′) is σΦ
n−1-nonnegative, and φn(γ′′) is ai,n-dangerous.

So is φn(γ′′) ·β1 too, hence the above decomposition shows that φn(γ) ·β1 is σΦ
j,n−1-

positive.
Assume p ! 3. First, we compute

δ̂−1
n,p−2 · φp−1

n
(γ′ · σn−2) = δp−2

n−1 · δ−p+2
n · φp−1

n
(γ′ · σn−2)(3.9)

= δp−2
n−1 · φn(γ′ · σn−2) · δ−1

n · δ−p+3
n

= δp−2
n−1 · φn(γ′) · δ−1

n−1 · δ−p+3
n .
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So, up to an initial σΦ
n−1-nonnegative factor, we are now left with

δ−p+3
n · φp−1

n
(γ′′) · φp−2

n
(βp−1) · ... · β1.

Put γ̃ = φn(γ′′) · βp−1. Then the underlined factor is φp−2
n

(γ̃). By Lemma 1.13,
φn(γ′′) is ai,n-dangerous. By Lemma 3.20, the φ-normal form of βp−1 is an ai,n-
stair lent on the last letter of βp−1, say aj−1,n−1. Then, Lemma 3.21 says that
γ̃ is σΦ

j−1,n−1-positive. Thus, up to left multiplying by the σΦ
n−1-nonnegative fac-

tor δp−3
n−1, our expression becomes

δ̂−1
n,p−3 · φp−2

n
(γ̃) · φp−3

n
(βp−2) · ... · β1,

i.e., we obtained exactly the same form as in (3.8) with p− 1 replacing p. We
conclude using the induction hypothesis.

So the proof of Proposition 3.18, and, therefore, of Proposition 3.1, is complete.
We can see that, in the previous argument, the crucial point is the very simple fact
that, in the basic computation of (3.9), the factor φn(σn−2), i.e., σn−1, neutralizes
the σ−1

n−1 factor present in δ−1
n , just leaving the σΦ

n−1-nonnegative—hence safe—
factor δ−1

n−1. This point is the core of the proof. It relies on the fact that the
minimal Garside elements δn and δn−1 of B+∗

n and B+∗
n−1 are connected by the

relation δn = δn−1 · σn−1—whereas the connection between the minimal Garside
elements ∆n and ∆n−1 of B+

n and B+
n−1 is expressed in the slightly more complicated

formula ∆n = ∆n−1 · σn−1...σ2σ1. This seemingly microscopic difference might
explain why the results of this chapter can have easier proofs than their counterparts
in Chapter VII, although the latter involve a smaller monoid, and therefore are
weaker.

Example 3.22. To conclude, let us come back to the case of Example 3.15,
i.e., δ̂−1

4,2 · β with β = c′b′bc′. We wish to prove that δ̂−1
4,2 · β is σΦ

3 -positive, but the
previous attempt failed. Indeed, we tried the decomposition

δ̂−1
4,2 · β = δ2

3 · φ4(b
′) · δ−1

4 · φ4(b
′) · δ−1

4 · φ4(ab
′),

but φ4(b
′) · δ−1

4 turns out to be σΦ
3 -negative, and the method does not lead to an

σΦ
3 -positive expression.

Now we shall use a stair—here a very simple one, as it consists of only one
step—and apply the strategy of Proposition 3.12. So we start from

δ̂−1
4,2 · β = δ2

3 · δ−2
4 · φ3

4
(b′) · φ2

4
(b′) · φ4(ab

′).

We decompose b′ into abA, and the underlined term becomes δ−2
4 φ3

4
(a) ·φ3

4
(bA), i.e.,

φ4(a) · δ
−2
4 · φ3

4
(bA). The first factor is σΦ

3 -nonnegative, hence it can be forgotten:
it will not endanger σΦ

3 -positivity. The underlined term corresponds to the factor
δ−p+2
n · φp−1

n
(an−2,n−1β′) in (3.6), here with β′ = A, which is a1,3-dangerous.

Then we are in situation of applying Lemma 3.21. In this case, we can check
directly the conclusion of the lemma: we have φ4(A) · b

′ = a · b · A2: here a is
σΦ

2 -nonnegative, and A2 is a1,3-dangerous. So, at this point, we obtain

δ̂−1
1,2 · β = δ2

3 · φ4(a) · δ
−2
4 · φ3

4
(bA) · φ2

4
(b′) · φ4(ab

′)

= δ2
3 · φ4(a) · δ

−2
4 · φ3

4
(b) · φ2

4
(φ4(A) · b

′) · φ4(ab
′)

= δ2
3 · φ4(a) · δ

−2
4 · φ3

4
(b) · φ2

4
(a · b · A2) · φ4(ab

′).
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Moving the factor δ−2
4 to the right, we obtain

δ̂−1
4,2 · β = δ2

3 · φ4(a) · φ4(b) · δ
−2
4 · φ2

4
(a · b · A2) · φ4(ab

′)

= δ2
3 · φ4(a) · φ4(b) · δ

−1
4 · φ4(a) · δ

−1
4 · φ2

4
(b · A2) · φ4(ab

′)

= δ2
3 · φ4(a) · δ

−1
3 · φ4(a) · δ

−1
4 · φ2

4
(b · A2) · φ4(ab

′),

which consists of an initial σΦ
3 -nonnegative term followed by the underlined term,

which again has the form involved in Proposition 3.12, with now p = 1.
We repeat the process. We have to compute φ4(A

2) · ab′. The normal form
of ab′ is an a2,4-stair, and Lemma 3.21 here takes the form φ4(A

2) · ab′ = b′b · b · A2,
again with an initial σΦ

2 -nonnegative fragment, and a final dangerous fragment. As
b is σΦ

2 -positive, and A2 is σΦ
2 -nonnegative, the latter expression is σΦ

2 -positive. Then
the computation ends, as we find

δ̂−1
4,2 · β = δ2

3 · φ4(a) · δ
−1
3 · φ4(a) · δ

−1
4 · φ2

4
(b · A2) · φ4(ab

′)

= δ2
3 · φ4(a) · δ

−1
3 · φ4(a) · φ4(b) · δ

−1
4 · φ4(φ4(A

2) · ab′)
= δ2

3 · φ4(a) · δ
−1
3 · φ4(a) · φ4(b) · δ

−1
4 · φ4(b

′b · b · A2)

= δ2
3 · φ4(a) · δ

−1
3 · φ4(a) · δ

−1
3 · φ4(b

′b · b · A2) :

the first three underlined factors are σΦ
3 -nonnegative; as for the last underlined

fragment, we noted above that b′b · b · A2 is σΦ
2 -positive, and, therefore, its image

under φ4 is σΦ
3 -positive, as expected. When we expand, we find abab · bBA · b · BA ·

bcBc2B2, a word that contains three σ3 and no σ−1
3 .

This completes the verification that the braid δ̂−1
4,2 · β is σΦ

3 -positive following
the general method used to establish Proposition 3.18.

As the example shows, the above method is effective, and it can be turned into
an actual algorithm that, running on a word of the form w−1w′ where w and w′

are dual braid words and w <Φ w′ holds, returns a σΦ-positive equivalent dual braid
word. At the moment, the complexity of that algorithm has not yet been analysed,
but it is likely to be low—see Section 2.5 of Chapter XVI.
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CHAPTER IX

Automorphisms of a Free Group

This short chapter is a transition between the combinatorial and the topological
approaches. It is centered on Artin’s representation of braid groups inside the group
of automorphisms of a free group, which can fruitfully be addressed from either
of these viewpoints. The connection with the σ-ordering of braids was mainly
developed by David Larue in [131, 130]. The approach leads to a very short proof
of Property A, and to a (not so simple) proof of Property C—together with a new
very simple proof of the faithfulness of Artin’s representation.

Except in Section 1, most of the arguments explained in this chapter will simply
be sketched, as they can be more naturally viewed from a topological perspective,
as will be done in Chapters X and XIII. In order to learn more about the point of
view developed in this chapter, we refer the reader to the recent reference [7].

The chapter is organized as follows. In Section 1 we define the action of Bn on
the free group Fn, study some of its properties, characterize the σ-ordering of Bn

in terms of this action, and use it to give a proof of Property A. In Section 2 we
show how to explicitely reconstruct a braid from its action on the generators of Fn,
and we give a proof of Property C. In Section 3 we present a different perspective
on these ideas: we show how the σ-ordering (and certain other orderings) of Bn

can be obtained by ordering the free group Fn, and pulling this ordering back to
obtain an ordering of Bn.

Convention. In this chapter, as well as in all chapters using topological meth-
ods (Chapters X, XI, XII, and XIII), braid groups will act on the left. The reason
for this convention is that in all these chapters we want to obtain a left-invariant
ordering of braid groups using the following principle. We start with some totally
ordered set Ω—e.g., Ω is the free group in Chapter IX, it is a set of curve diagrams
in Chapter X, a set of triangulations in Chapter XII, and the real line in Chap-
ter XIII. Then we consider an order-preserving action of Bn on Ω, and an element
x of Ω with trivial stabilizer. We obtain an ordering of Bn by pulling back the
ordering on the orbit of x under the Bn-action: we define a braid β′ to be larger
than β if the image of x under the action of β′ is larger in Ω than the image of x
under the β-action. If the braid group acts on the left on Ω, then the ordering thus
obtained is invariant under left multiplication, whereas a right Bn-action leads to
a right-invariant ordering of Bn.

1. Artin representation of σ-positive braids

It has been known since Artin [4] that the braid groups embed in groups of
automorphisms of free groups, and it is natural to try to identify the σ-ordering of
braids in terms of the associated automorphisms. Here we shall see that the Artin
representation of σ-positive braids have specific properties that make them easily
recognizable.
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1.1. Embedding Bn into Aut(Fn). For n ! 1, we denote by Fn the rank n
free group based on {x1, ... , xn}, and we denote by F∞ the free group based on
{xi | 1 " i <∞}.

Definition 1.1. For 1 " i < n, we denote by σ̂i the automorphism of Fn

defined by

σ̂i(xk) =






xixi+1x
−1
i for k = i,

xi for k = i + 1,

xk for k 0= i, i + 1.

(1.1)

Lemma 1.2. For 1 " n " ∞, the mapping σi *→ σ̂i extends to a homomorphism
of Bn into Aut(Fn).

Proof. The automorphisms σ̂i satisfy the braid relations. Alternatively, we
can observe that the action of σ̂i on (Fn)n is the right action of conjugacy considered
in Section IV.1 in the context of braid diagram colourings, and its compatibility with
braid relations follows from conjugacy being a left self-distributive operation.

The above morphism is called the Artin representation of Bn. For each braid β,
we shall denote by β̂ the associated automorphism. For w a braid word, we denote
by ŵ the automorphism associated with the braid represented by w. For further
reference, let us note that the action of σ−1

i is given by

σ̂−1
i (xk) =






xi+1 for k = i,

x−1
i+1xixi+1 for k = i + 1,

xk for k 0= i, i + 1.

(1.2)

The embedding of Bn into Bn+1 induced by identity on σi’s is compatible with
the embedding of Aut(Fn) into Aut(Fn+1) induced by the identity on xi’s, so there
is no need to specify n here; equivalently, we may consider that we work with B∞
and Aut(F∞).

1.2. Images of σ-positive braid words. We shall prove that, if the braid β
admits at least one σ-positive representative braid word, then the automorphism β̂
has some specific properties that can be read on the words β̂(xi).

In the sequel, we identify F∞ with the set of all freely reduced words on x±1
1 ,

x±1
2 , ... , where we say that u is freely reduced if it contains no pattern of the form

xx−1 or x−1x. For u an arbitrary word on x±1
1 , x±1

2 , ... , we denote by red(u)
the unique reduced word obtained from u by iteratively deleting all patterns xx−1

and x−1x.

Notation 1.3. (i) For x a letter xi or x−1
i , we denote by S(x) the subset of F∞

consisting of all freely reduced words that end with x.
(ii) We denote by sh the (shift) endomorphism of F∞ that maps xk to xk+1 for
every k.
(iii) For f in Aut(F∞), we denote by sh(f) the automorphism of F∞ defined by
sh(f)(x1) = x1, and sh(f)(xk+1) = sh(f(xk)).

We shall investigate the image of the set S(x−1
1 ) under the automorphism σ̂±1

i .

Lemma 1.4. Every automorphism sh(f) maps S(x−1
1 ) into itself.
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Proof. Consider an arbitrary element of S(x−1
1 ), say ux−1

1 with u /∈ S(x1). By
construction, we have sh(f)(ux−1

1 ) = red
(
sh(f)(u)x−1

1

)
. Assume that sh(f)(ux−1

1 )
does not belong to S(x−1

1 ). Then the final letter x−1
1 in sh(f)(u)x−1

1 is cancelled
by some letter x1 occurring in sh(f)(u). Such a letter x1 in sh(f)(u) must come
from a letter x1 in u. So there exists a decomposition u = u1x1u2 satisfying
sh(f)(u2) = 1. As sh(f) is injective, the latter condition implies u2 = 1, hence
u ∈ S(x1), contradicting the hypothesis.

Lemma 1.5. The automorphism σ̂i maps both S(xi) and S(x−1
i ) into S(x−1

i ).

Proof. Let us consider an arbitrary element of S(xi) ∪ S(x−1
i ), say uxe

i with
e = ±1 and u /∈ S(x−e

i ). Then we have σ̂i(uxe
i ) = red

(
σ̂i(u)xixe

i+1x
−1
i

)
. Assume

σ̂i(uxe
i ) /∈ S(x−1

i ). This means that the final x−1
i in σ̂i(uxe

i ) is cancelled by some
letter xi in σ̂i(u). This letter comes either from some xi+1 or from some xe′

i in u.
In the first case, we display the letter xi+1 involved in the cancellation by

writing u = u1xi+1u2, where u2 is a reduced word. We find

σ̂i(uxe
i ) = red

(
σ̂i(u1)xiσ̂i(u2)xix

e
i+1x

−1
i

)
,

and the hypothesis red
(
σ̂i(u2)xixe

i+1

)
= ε—we recall that ε denotes the empty

word—implies σ̂i(u2) = x−e
i+1x

−1
i = σ̂i(x−1

i+1x
−e
i ). We deduce u2 = x−1

i+1x
−e
i , contra-

dicting u /∈ S(x−e
i ).

In the second case, we write similarly u = u1xe′

i u2 with e′ = ±1. So we have

σ̂i(uxe
i ) = red

(
σ̂i(u1)xix

e′

i+1x
−1
i σ̂i(u2)xix

e
i+1x

−1
i

)
,

and the hypothesis is red
(
xe′

i+1x
−1
i σ̂i(u2)xixe

i+1

)
= ε. This implies red

(
σ̂i(u2)

)
=

xix
−e−e′

i+1 x−1
i = σ̂i(x−e−e′

i ), hence u2 = x−e−e′

i . For e = +1, we obtain either
u2 = x−2

i (for e′ = +1) or u2 = ε (for e′ = −1), and, in both cases, u ∈ S(x−e
i ),

a contradiction. Similarly, for e = −1, we obtain either u2 = ε (for e′ = +1) or
u2 = x2

i (for e′ = −1), and, in both cases, u ∈ S(x−e
i ), again a contradiction.

We deduce the following implication:

Proposition 1.6. Assume that the braid β is σ1-positive. Then the word β̂(x1)
ends with x−1

1 .

Proof. Our hypothesis implies that the automorphism β̂ admits a decompo-
sition of the form

β̂ = sh(f0) ◦ σ̂1 ◦ sh(f1) ◦ ... ◦ σ̂1 ◦ sh(fp).

Then we have sh(fp)(x1) = x1, and σ̂1(x1) = x1x2x
−1
1 , an element of S(x−1

1 ).
By Lemmas 1.4 and 1.5, every subsequent factor sh(fk) and σ̂1 maps S(x−1

1 )
into S(x−1

1 ).

Corollary 1.7 (Property A). A σ1-positive braid is not trivial.

Proof. If β is σ1-positive, then, by Proposition 1.6, the word β̂(x1) is not
equal to x1, so β̂ is not the identity, and, therefore, β cannot be trivial.

As mentioned in Chapter III, another application for the previous result is a new
proof for the injectivity of the Artin representation, once we know that Property C,
or, at least, Property C∞ is true—see the introduction of Section 2.1 below.
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Corollary 1.8. The Artin representation of Bn to Aut(Fn) is an embedding.

Proof. Assume that β is a non-trivial braid. We claim that β̂ is not the iden-
tity. By Proposition 1.6, this is the case when β admits a σ1-positive representative,
and, more generally, when β admits a σ-positive representative (by injectivity of
the shift mapping). By applying the result to β−1, we obtain similarly that β̂ is
not the identity when β admits a σ-negative representative. Using Property C∞,
we conclude that β = 1 is the only case that has not been considered.

Remark 1.9. We mentioned in Proposition III.2.2 other representations of Bn

into Aut(Fn) for which a counterpart of Proposition 1.6 applies. Each such result
gives a new proof of Property A. The argument leading to Proposition III.2.2(iii)
gives an especially short proof of Property A—probably the shortest proof known
so far.

1.3. Characterization of the braid ordering. We proved above an im-
plication, namely that β being σ1-positive results in β̂(x1) ending with x−1

1 . We
shall see now that the converse implication is also true—provided Property C∞ is
known.

Lemma 1.10. For k 0= i, i + 1 and e = ±1, the automorphism σ̂i maps S(xe
k)

into itself.

The easy proof is analogous to that of Proposition 1.6.

Lemma 1.11. The automorphism σ̂i maps S(xi+1) into S(xi)∪S(xi+1)∪S(x−1
i+1),

and S(x−1
i+1) into S(x−1

i ).

Proof. Consider an arbitrary element of S(xi+1), say uxi+1 with u /∈ S(x−1
i+1).

Then we have σ̂i(uxi+1) = red
(
σ̂i(u)xi

)
. Assume σ̂i(uxi+1) /∈ S(xi). This means

that the final letter xi is cancelled by some letter x−1
i in σ̂i(u). This letter comes

either from some x−1
i+1 or from some x±1

i in σ̂i(u). As previously, we consider the
possible cases.

The first case is u = u1x
−1
i+1u2. We have now

σ̂i(uxi+1) = red
(
σ̂i(u1)x−1

i σ̂i(u2)xi

)
,

and the hypothesis is red(σ̂i(u2)) = ε. This implies u2 = ε, and, therefore, u ∈
S(x−1

i+1), a contradiction.
The second case is u = u1xe

i u2 with e = ±1 and u1 /∈ S(x−e
i ). We find

σ̂i(uxi+1) = red
(
σ̂i(u1)xix

e
i+1x

−1
i σ̂i(u2)xi

)
,

and the hypothesis is red(σ̂i(u2)) = ε. This implies u2 = ε, hence u = u1xe
i . Thus

we have

σ̂i(uxi+1) = red
(
σ̂i(u1)xix

e
i+1

)
.

Assume that the final letter xe
i+1 vanishes in the reduction. Then xe

i+1 cancels with
some letter x−e

i+1 that necessarily comes from some letter x−e
i in σ̂i(u1). So there

must exist a decomposition u1 = u′
1x

−e
i u′′

1 , giving

σ̂i(uxi+1) = red
(
σ̂i(u′

1)xix
−e
i+1x

−1
i σ̂i(u′′

1)xi

)

with red
(
x−1

i σ̂i(u′′
1)xi

)
= ε. As above, this implies u′′

1 = ε, and, therefore, u1 ∈
S(x−e

i ), a contradiction. So σ̂i(u) ∈ S(xe
i+1) is the only possibility.

The argument for the image of S(x−1
i+1) is similar.
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Using the fact that the sets S(x±1
i ) form a partition of F∞ \ {1} and applying

the previous lemmas, we see that the only possibilities for the images under the
inverse automorphisms σ̂−1

i are as follows:

Lemma 1.12. The automorphism σ̂−1
i maps S(xe

k) into itself for k 0= i, i + 1
and e = ±1; it maps S(xi) to S(xi+1), S(x−1

i ) to S(xi) ∪ S(x−1
i ) ∪ S(x−1

i+1), and
both S(xi+1) and S(x−1

i+1) to S(xi+1).

Then gathering the results, we obtain:

Proposition 1.13. Let β be an arbitrary braid.
(i) If β is σ1-positive, then the word β̂(x1)—a freely reduced word by definition—
ends with x−1

1 ;
(ii) If β is σ1-free, then the word β̂(x1) is x1;
(iii) If β is σ1-negative, then the word β̂(x1) ends with x±1

k for some k with k ! 2.

Proof. By construction, β̂(x1) = x1 is true if β admits a σ1-free representative.
If β admits a σ1-positive representative, we have seen in Proposition 1.6 that β̂(x1)
lies in S(x−1

1 ). Assume finally that β admits a σ1-negative representative. Thus
β can be expressed as β1σ

−1
1 sh(β2), where β1 admits a representative which may

contain the letter σ−1
1 , but not the letter σ1. Then sh(β̂2) maps x1 to itself, hence

(σ−1
1 sh(β2))̂ maps x1 to x2, an element of S(x2), hence of

⋃
k!2 S(x±1

k ). Then
σ̂−1
1 and all σ̂±1

k with k ! 2 map
⋃

k!2 S(x±1
k ) into itself: indeed, σ̂1 is the only

automorphism in the considered family that possibly maps an element of S(x±1
k )

with k ! 2 into S(x±1
1 ).

Applying the shift operation, we obtain similarly the following more general
result:

Proposition 1.14. Let β be an arbitrary braid.
(i) If β is σ-positive, then there exists i such that β̂(xj) = xj holds for j < i, and
β̂(xi) ends with x−1

i ;
(ii) If β is σ-negative, then there exists i such that β̂(xj) = xj holds for j < i, and
β̂(xi) ends with x±1

k for some k satisfying k ! i + 1.

Assuming Property C∞, every braid is σ1-positive, σ1-negative, or σ1-free, and
we deduce that the previous implications actually are equivalences.

Corollary 1.15. Let β be an arbitrary braid.
(i) The braid β is σ1-positive if and only if β̂(x1) ends with x−1

1 ;
(ii) The braid β is σ1-free if and only if we have β̂(x1) = x1;
(iii) The braid β is σ1-negative if and only if β̂(x1) ends with x±1

k for some k
satisfying k ! 2;
(iv) The braid β is σ-positive if and only if there exists i such that β̂(xj) = xj holds
for j < i, and β̂(xi) ends with x−1

i ;
(v) The braid β is σ-negative if and only if there exists i such that β̂(xj) = xj holds
for j < i, and β̂(xi) ends with x±1

k for some k satisfying k ! i + 1.

We obtain in this way the sixth characterization of the σ-ordering mentioned
in Introduction:
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Corollary 1.16. Let β, β′ be any braids. Then β < β′ is true if and only if,
for some i, the automorphism associated with β−1β maps xj to xj for j < i, and
it maps xi to a word that ends with x−1

i .

We also obtain a new braid comparison algorithm with exponential complexity:
if order to decide whether β > 1 is true, we compute the reduced word β̂(x1): if
it ends with x−1

1 , we deduce 1 < β; if it ends with x±
k for some k ! 2, we deduce

1 > β. Otherwise, we know that β̂(x1) must be x1. In this case, we compute β̂(x2):
if the latter word ends with x−1

2 , we deduce 1 < β; if it ends with x±
k for some

k ! 3, we deduce 1 > β. Otherwise, β̂(x2) must be x2, and we continue similarly
with β̂(x3). By construction, if β is specified using some braid word of length %, the
lengths of the words β̂(xk) are bounded by 3", and they can be computed iteratively
in a number of steps of the same order.

1.4. Property Ai. Property A specifically involves the generator σ1. In [131],
Larue extends the argument given above to prove a similar statement involving any
generator σi: this is Property Ai, already introduced in Remark IV.2.15, where an
independent argument was given.

Proposition 1.17. Let i be any fixed positive integer. Then a braid word that
contains at least one letter σi and no letter σ−1

i is not trivial, i.e., it does not
represent the unit braid.

Larue’s proof of this result—which we skip—uses a symmetric variant of the
Artin representation in which the action of σi moves xi−1, xi, and xi+1.

Remark 1.18. Property Ai can be used to define a new relation on Bn: say
that β <i β′ holds if β−1β′ admits at least one word representative in which σi

occurs, but σ−1
i does not. Then, for instance, we have σ2 >2 σ1 and σ2 >2 σ3.

Property Ai implies that the relation so defined is a partial ordering in Bn, which
is invariant under left multiplication by construction. As it stands, the ordering <i

is not a linear ordering, since we did not decide anything for the braids that admit
a σi-free representative. But, whatever the extension is, there is no natural way
to obtain a linear ordering, except in the cases i = 1 and i = n− 1, where one
recovers the σ-ordering and its flipped version <Φ. The reason for this is that, for
i 0= 1, n− 1, there are braids of Bn all of whose representative words contain the
letter σi and also its inverse σ−1

i , like σ2σ1σ
−1
3 σ−1

2 with respect to σ2. More details
can be found in H. Sibert’s PhD thesis [185].

2. From an automorphism back to a braid

Since Artin’s representation of Bn in Aut(Fn) is faithful, we can go the other
way around and consider the question of recovering a braid β from its image β̂. A
solution to the problem is likely to give not only the braid β, but rather a certain
braid word representing β. What we shall see here is that, choosing a convenient
strategy, we can obtain a word that is σ-positive, σ-negative, or trivial.

2.1. Untangling automorphisms of free groups. In his thesis [130], Larue
gave the first proof of Property C in its full strength—not just Property C∞—
taking C∞ as a hypothesis. At the time of Larue’s work (1994), the only known
approach to Property C was the one described in Chapter IV, and, as explained in
Section IV.1, the latter naturally leads to a proof of C∞.
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We recall that Property C∞ in the assertion that every non-trivial braid is
σ-positive or σ-negative: it differs from Property C in that we do not demand that
a non-trivial n-strand braid be σ-positive or σ-negative inside Bn, i.e., we accept
that the σ-positive or σ-negative representative braid word can involve more strands
than the minimal number.

Larue’s proof of 1994 turns out to be similar to the topological argument given
three years later in the paper [83], whose authors were unaware of Larue’s un-
published work. His argument, which takes place entirely in the group-theoretic
setting, and uses almost no plane topology, is quite intricate; we shall only sketch
it here, and refer the reader to Chapter X for a somewhat more detailed account of
the argument using curve diagrams—which, in addition, does not require to take
Property C∞ as an hypothesis. The core of the problem is to be able to recover a
braid from its image in Aut(Fn). The main result is the following:

Proposition 2.1. Assume that w is an n-strand braid word of length % such
that ŵ(x1) ends with x−1

1 . Then w is equivalent to a σ1-positive n-strand braid
word w′ of length at most (3" + 1)n2/4 + %.

In order to prove Proposition 2.1, we shall use a different generating set for the
free group. First, we introduce a dummy generator x0 on which Bn acts trivially.
Thus our free group Fn is included in a free group on n + 1 generators. Then we
define generators yi for i in {0, ... , n} by yi = x−1

i ... x−1
1 x−1

0 . We have the following
relation between a reduced word u with letters x±1

i (1 " i " n) and a reduced
word u′ with letters y±1

i (0 " i " n) representing the same element of Fn: u ends
with xi or with x−1

i+1 if and only if u′ ends with y−1
i for i = 0, ... , n, and in particular

u ends with x−1
1 if and only if u′ ends with y−1

0 . Moreover, u equals x1 if and only
if u′ equals y0y

−1
1 . Finally, the action by the braid σi sends the generator yi to

yi−1y
−1
i yi+1, and leaves all other generators fixed.

Geometrically, we can identify the free group on n + 1 generators x0, x1, ... , xn

with the fundamental group of the n + 1 times punctured disk Dn+1 included in C
whose base point is the point −1 of C, and whose punctures, labelled 0, 1, ... , n, are
contained in the real line—see Section 3 of Chapter I.

Under this identification, the generators yi (i = 0, ... , n) can be represented by
n + 1 simple loops in Dn+1 which are disjoint except in the basepoint, and where
the curve corresponding to yi winds once around the punctures labelled 0, ... , i
in an anticlockwise sense—as shown in Figure I.3. Moreover, if an element y of
π1(Dn+1) is given by a reduced word of length % in the letters y0, ... , yn, then y can
be represented by a path in Dn+1 whose interior has exactly % intersections with the
horizontal axis R, not counting the start and endpoint of the path in the basepoint,
and this is the minimum intersection number among all paths representing y.

It is easy to prove inductively that for any braid word w of length %, the
element ŵ(x1) = ŵ(y0y

−1
1 ) of Fn is given by a word of length at most 3" + 1 in the

generators y0, ... , yn.
Our aim is to write the braid represented by w−1 as a σ1-negative braid word,

and more precisely as a product of braid words of a particular form. For 1 " r <
s < t " n, we define

wr,s,t = (σsσs−1 ... σr+1)(σs+1 ... σr+2) ... (σt−1 ... σt−s+r),

and, for 0 " r < s < t " n, we define

w′
r,s,t = (σ−1

s σ−1
s−1 ... σ−1

r+1)(σ
−1
s+1 ... σ−1

r+2) ... (σ−1
t−1 ... σ−1

t−s+r).
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We observe that the braid words wr,s,t and w′
r,s,t are σ1-free for r ! 1, and that

w′
r,s,t is σ1-negative for r = 0. Note that the length of wr,s,t and of w′

r,s,t is at most
n2/4. We intend to find a product of such words equivalent to w−1.

r+1 s t

tsr+1

wr,s,t

w′
r,s,t

Figure 1. Our aim is to find a representative of any braid by a concate-
nation of certain braid words wr,s,t and w′

r,s,t. The braids represented by
these words are shown above: strands s + 1, ... , t are moved in front of
(respectively behind) the other stands, and are reinserted between strands
number r and r + 1.

In Figure 1 the braids represented by wr,s,t and w′
r,s,t are sketched. The mean-

ing of the dashed arcs will be explained shortly. The key lemma is now

Lemma 2.2. If w is a braid word such that ŵ(x1), written as a reduced word in
the generators y±1

0 , ... , y±1
n , ends with y−1

0 , then there exists a braid word v equal
to some wr,s,t or w′

r,s,t as above such that
(i) the length of v̂(ŵ(x1)) is at least 2 less than that of ŵ(x1),
(ii) we have either v̂(ŵ(x1)) = x1 = y0y

−1
1 , or the reduced form of v̂(ŵ(x1)) still

ends with y−1
0 .

Proof (sketch). We define an (r ↓ s ↑ t)-arc—with 1 " r < s < t " n—and
a (r ↑ s ↓ t)-arc—with 0 " r < s < t " n—of ŵ(x1) to be a (non-oriented) subarc
of the loop ŵ(x1) whose extremal points lie between the rth and the (r + 1)st, and
between the tth and (t + 1)st puncture, respectively, in the horizontal axis, and
which intersect the axis precisely once more, namely between the sth and (s + 1)st
puncture, as indicated in Figure 1.

One can prove that if ŵ(x1) ends with y−1
0 , then ŵ(x1) contains an (r ↓ s ↑ t)-

arc or an (r ↑ s ↓ t)-arc, for some r, s, t in the legal range, as a subarc.
Now it is not too hard to see—and should be intuitively clear from Figure 1—

that applying the braid (represented by) wr,s,t or w′
r,s,t, respectively, to such a

loop ŵ(x1) reduces the number of intersections of the loop with the horizontal line
by at least two. In other words, with v = wr,s,t or v = w′

r,s,t we have

%(v̂(ŵ(y1))) " %(ŵ(y1))− 2,

where, we recall, %(u) denotes the length of u.
Moreover, one can show that the resulting element v̂(ŵ(y1)) of Fn still ends

with y−1
0 , unless v̂ŵ is a σ1-free braid, in which case we have v̂(ŵ(y1)) = y1.

Now Proposition 2.1 can be deduced from Lemma 2.2, by the following induc-
tion argument.
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Proof of Proposition 2.1 (sketch). For the given braid word w of length %,
the element ŵ(x1) of Fn has length at most 3" + 1 when written in the letters
y±1
0 , ... , y±1

n . Now we can apply a sequence of braids, each with at most n2/4 cross-
ings, to this element, reducing its length by at least two in each step. This process
yields eventually a σ1-negative braid word w1 of length at most (3" + 1)n2/8 such
that the braid represented by w1w acts trivially on the generator x1; notice that
w1w is of length at most (3" + 1)n2/8 + %. It is then possible, but non-trivial, to
prove that there exists another braid word w2, say, equivalent to w1w, whose length
is also bounded by (3" + 1)n2/8 + %, but which does not contain any letter σ±1

1 .
Now w and w−1

1 w2 represent the same braid, and the latter word is σ1-positive and
of length at most (3" + 1)n2/4 + %.

2.2. A proof of Property C. With Proposition 2.1 at hand, we can now
easily deduce Property C from Property C∞, as in [131].

Proposition 2.3. Property C∞ implies Property C, i.e., assuming that every
n-strand braid word w is equivalent to some braid word w′ that is σ1-positive, σ1-
negative, or σ1-free, we can require in addition that w′ is an n-strand braid word.

Proof. Suppose that w is an n-strand braid word. By Property C∞, there
exists some braid word w′ with letters σ±1

1 , ... , σ±1
m−1, possibly with m > n, which

is equivalent to w and which is σ1-positive, σ1-negative, or σ1-free. In the first case,
Proposition 1.6 implies that the automorphism β̂ maps x1 to some word that ends
with x−1

1 . Thus the original word w satisfies the hypotheses of Proposition 2.1, so
there exists an n-strand braid word w′′ equivalent to w and w′ that is σ1-positive.
Applying the same argument to w−1 gives the result when w′ is σ1-negative. Fi-
nally, if w′ is σ1-free, then we can obtain a braid word w′′ equivalent to w′ with
letters σ±1

2 , ... , σ±1
n−1 (i.e., both σ1-free and involving only n strands), as follows:

we consider the braid represented by the braid word w′, remove from it the strands
numbered n + 1, ... , m, and write down the braid word w′′ corresponding to the re-
sulting n-strand braid. In order to see that w′′ is indeed equivalent to w, it suffices
to remove strands number n + 1, ... , m from an isotopy connecting the m-strand
braid represented by w to the one represented by w′.

The previous result is a little frustrating, as we would like to obtain a self-
contained proof of Property C, one that does not take Property C∞ as an hypoth-
esis. Using the geometrical interpretation of the action of Bn on Fn, we can argue
as follows.

Corollary 2.4 (Property C). Every braid of Bn is σ1-positive, σ1-negative,
or σ1-free inside Bn.

Proof. Let β be a braid of Bn, and let w be an n-strand braid word repre-
senting β. Let us look at ŵ(x1), considered as an element of π1(Dn)—so we have
a disk with n punctures labelled 1, ... , n, we do not have n + 1 punctures as in the
proof of Proposition 2.1. Now there are three possibilities.

If ŵ(x1) ends with x−1
1 , then, by Proposition 2.1, w is equivalent to a σ1-positive

n-strand braid word. A second possibility is ŵ(x1) = x1; in that case we can deduce
that ŵ has a σ1-free representative, as in the proof of Proposition 2.1. If neither of
these two possibilities is satisfied, then the image of ŵ(x1) under the automorphisms
π1(Dn) → π1(Dn) given by reflection of Dn in the horizontal axis ends with x−1

1 .
This means that the image of the braid β under the reflection–automorphism of Bn,
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which sends every generator of Bn to its inverse, has a σ1-positive representative.
This implies that β itself has a σ1-negative representative.

3. Pulling back orderings of free groups

In this section we explain a different point of view on the material explained
so far in this chapter. One can equip the free group with a linear ordering which
is not invariant under the action of Fn on itself by left multiplication, but which is
invariant under the action of Bn on Fn. Thus any element of Fn on which Bn acts
freely gives rise to a linear left-invariant ordering of Bn, by pulling back the ordering
on the orbit. In this way we obtain many different orderings of Bn. This approach,
which is due to Jonathon Funk [92], is by and large equivalent to the Nielsen–
Thurston type approach described in Chapter XIII, and some of the constructions
in this section which at first sight may seem contrived take their motivation from the
Nielsen–Thurston approach. On the positive side, the constructions in this chapter
are very explicit and, and since they avoid all geometrical tools, they generalizes
neatly to braid groups with a countable infinity of strands. This approach brings
into focus the connections between braid orderings and notions from topos theory.

3.1. From a path to a word. Let us consider the straight line segments
e1, ... , en between punctures of the n times punctured disk Dn as shown in Fig-
ure 2(a). Also, we suppose that Dn is equipped with a basepoint ∗ at its left ex-
tremity, also shown in the figure. To each element of the fundamental group π1(Dn)
we attribute a sequence of letters y±1

i in the following way. We choose a path Γ
in Dn representing this element. We go along Γ, starting from the base point ∗, and
each time we cross ei we write yi if we are going in the upward direction, and y−1

i if
we are going in the downward direction. Then we perform free reductions on the re-
sulting word by eliminating subwords of the form yiy

−1
i and y−1

i yi—geometrically,
this corresponds to homotopies of the path reducing the number of intersections
with the horizontal axis.

We remark that conversely, to every freely reduced word in the letters y±1
i

we can associate a loop Dn. So the preceding procedure amounted to a very ex-
plicit construction of an isomorphism from π1(Dn) to the free group generated by
y1, ... , yn.

Similarly, even to an infinite path in Dn without backtracking—avoiding suc-
cessive intersections with one of the segments ei in opposite directions—we can
associate an infinite word with letters y±1

i in the same manner, by writing down
its cutting sequence with the segments ei.

For instance, the paths shown in Figures 2(b), 2(c), and 2(d) are attributed
the words y−1

1 y−1
2 y1y

−1
3 y2y

−1
4 y3, y−1

2 y−1
3 y1, and y−1

2 y3y
−1
4 y−1

1 y4y
−1
3 y2y

−1
3 ..., respec-

tively.
Even more generally, we can consider paths in a disk with a countable infinity

of punctures which are lined up from left to right on the horizontal line, with
an accumulation point at the right extremity of the disk; homotopy classes of such
paths can be identified with words in the free group with infinitely many generators
y1, y2,...

3.2. Ordering free groups and braid groups. Let us denote by F̂∞ the
set of all freely reduced nonempty words in the letters y±1

1 , y±1
2 , ... that are finite
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****

(a) (b) (c) (d)

e1 e2 e3 e4

Figure 2. One can code elements of the group π1(D4), which is isomor-
phic to the free group F4, by their intersections with e1, e2, e3, e4. Figures
(b) and (c) give examples of elements of this group, whereas the infinite
path in Figure (d) would be coded by an infinite word.

or infinite to the right. An example of an element of F̂∞ which will turn out to be
essential is the infinite word y−1

1 y−1
2 y1y

−1
3 y2y

−1
4 y3...

Our next aim is to define an ordering $ of F̂∞. The details of this construction
may look complicated, but the reader should keep in mind that we are simply trying
to capture the idea of one path going “more to the left” than another one.

Consider the following circular list L involving the letters y±1
i plus one addi-

tional symbol y∞:

L : y∞ & ... & y2 & y1 & y−1
1 & y−1

2 & ... & y∞.

Here & is meant to indicate that our circular list L has a distinguished direction.

Definition 3.1. For three pairwise distinct elements a, b, c of L, we say that
a, b, c go in the right order if b is met before c when one goes along the list, starting
from a, in the preferred direction, i.e., along the arrows &.

If we denote y−1
i as y−i, then this definition is equivalent to saying that yi, yj , yk

are in the right order when we have
(1

i
− 1

j

)(1
j
− 1

k

)(1
i
− 1

k

)
> 0.

Definition 3.2. Let w1, w2 be distinct elements of F̂∞. Let w denote the
longest common prefix (i.e., left subword) of w1 and w2. Let ye

i be the last (right-
most) letter of w, let z0 be the inverse letter y−e

i , and let z1, z2 be the letters
right-adjacent to w in w1 and w2, respectively. If w is empty, we set z0 = y∞; if w
equals wi, we set zi = y∞. Then we declare that w1 $ w2 is true if z0, z1, z2 are in
the right order.

This definition always makes sense as, by construction, the letters z0, z1, and z2

are pairwise distinct. The proof of the following statement is straightforward.

Lemma 3.3. The relation $ is a linear ordering on F̂∞.

Note that we do not claim that the ordering $ is invariant under left or right
multiplication.

Having defined an ordering of F̂∞, we shall now construct an action of B∞
on F̂∞. First, we set

σi•yk =






y−1
1 y2 for i = k = 1,

yi−1y
−1
i yi+1 for i = k > 1,

yk for i 0= k,
σi•y

−1
k =






y−1
2 y1 for i = k = 1,

y−1
i+1yiy

−1
i−1 for i = k > 1,

y−1
k for i 0= k,
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and define the action of σi on a (finite or infinite) word w to be the result of freely
reducing the concatenation of the images of the successive letters of w. In this way,
the action of σi induces a bijection of F̂∞, so we can define the action of σ−1

i to
be the inverse bijection, and, finally, define the action of an arbitrary braid word
on F̂∞.

For finite words, the action coincides with the action of B∞ on F∞ \ {1} con-
sidered in Section 2, so it is not hard to check that the above formulas provide an
action of B∞ on F̂∞.

Proposition 3.4. The action of B∞ on F̂∞ equipped with $ is order-preserving.

Since the linear ordering $ of F̂∞ is described explicitly, Proposition 3.4 can be
established by a direct verification of cases similar to those of Section 1. This has
been done in [92] in a slightly different setting.

Proposition 3.4 implies that each element x of F̂∞ defines a partial ordering
of B∞ by setting β <x β′ for β(x) $ β′(x). This ordering <x is linear if and only if
the stabilizer of x in B∞ is trivial.

Let
z = y−1

1 y−1
2 y1y

−1
3 y2y

−1
4 y3... ,

and let zn denote the truncated version: zn = y−1
1 y−1

2 y1...y−1
n yn−1. See Figure 2(b)

for a picture of this path in the n = 4. A detailed study of the orderings induced by
these words will be undertaken in Chapter XIII—see in particular Section XIII.1.3.
Either by using the results of that study, or by a more elementary argument in-
volving the combinatorics of words—see [92]—one can prove the following results:

Proposition 3.5. For each n, the relation <zn is a linear ordering on Bn for
each n, and the relation <z is a linear ordering on B∞.

The counterpart of Proposition XIII.1.8 is then

Proposition 3.6. The linear ordering <zn on Bn coincides with the σ-ordering
for every n, and, therefore, so does the linear ordering <z on B∞.

In this way, we obtain the seventh of the many definitions of the σ-ordering
mentioned in Introduction:

Corollary 3.7. For β, β′ in Bn, the relation β < β′ is true if and only if we
have β(zn) $ β′(zn) in F̂∞—actually, in F∞ \ {1}, since zn is a finite word.

We refer the reader to [92] for a further connection of the previous interpreta-
tion with the theory of toposes.



CHAPTER X

Curve Diagrams

We turn to a very different construction of the braid ordering based on a
topological approach. A crucial fact concerning the braid group Bn which will
be used throughout this chapter is that Bn is isomorphic to the mapping class
group MCG(Dn), i.e., the group of isotopy classes of self-homeomorphisms of a
disk with n punctures (Proposition I.3.3). Thus the task of ordering braid groups
is equivalent to that of ordering mapping class groups of punctured disks: given
two self-homeomorphisms ϕ, ϕ′ of Dn representing two elements of MCG(Dn), we
want to define which of the two is the larger.

The strategy in this chapter for doing so is as follows: if E denotes the main
(horizontal) diameter of Dn, we are going to define the relative order of the elements
represented by ϕ and ϕ′ in terms of the relative position of the arcs ϕ(E) and ϕ′(E).

We will see that the linear ordering defined in this way coincides with the σ-
ordering. This construction works not only for the braid groups, but more generally
for mapping class groups of compact surfaces with nonempty boundary.

The approach described in this chapter was developed in [83] and [181], and,
like the self-distributivity approach, it is complete in the sense that it leads to
proofs of all of Properties A, C, and S.

The principle of the proof of property C explained in Section 2.2 is very powerful
and well-known: it is the idea of relaxation of curve diagrams. This idea will be
pursued further in Chapter XI.

The structure of this chapter is as follows. In Section 1 we define the curve
diagram associated to an element of the braid group, and show how curve diagrams
can be used to define an ordering of the braid group. We also point out general-
izations of this construction for mapping class groups of surfaces with nonempty
boundary. In Section 2 we give new proofs of Properties A, C and S, and along the
way prove that our ordering based on curve diagrams coincides with the σ-ordering
of braids.

1. A braid ordering using curve diagrams

In this section we define curve diagrams of braids, and explain how any two
curve diagrams can be put into a preferred position relative to each other. Then
we show how this yields an ordering of braids: we can define a relative order of any
two given elements of the braid group by inspection of the relative position of their
associated curve diagrams. Finally, we point out that these ideas generalize readily
to the framework of mapping class groups and surface braid groups of surfaces with
nonempty boundary.

1.1. Mapping class groups and curve diagrams. Throughout this chap-
ter, we shall denote by D2 the unit disk in C with centre 0, and by Dn the same

177
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disk with n uniformly spaced points in the real axis R∩D2 marked as distinguished
points. These points will be called the punctures, and denoted P1, ... , Pn, from left
to right. We also introduce notation for some diagrams in Dn: we write e0, ... , en for
the n+1 horizontal open line segments (−1, P1), (P1, P2), ... , (Pn−1, Pn), (Pn,+1),
respectively, and E for their union—see Figure 1(a). All homeomorphisms of Dn,
and indeed any surface, are supposed to permute the punctures and to fix the
boundary pointwise.

Our first aim is to formalize the following idea: which was hinted at in the
introduction: in order to specify the isotopy class of a homeomorphism ϕ of Dn to
itself which permutes the punctures and fixes the boundary pointwise, it suffices
to specify the image under ϕ of the horizontal line E in Dn. This reduces the
problem of understanding isotopy classes of homeomorphisms of a surface to the
more intuitively accessible one of understanding isotopy classes of curves on the
surface.

Definition 1.1. The curve diagram of a homeomorphism ϕ : Dn → Dn is the
image of E under ϕ. Two curve diagrams are isotopic if there exists an isotopy
of Dn which deforms one diagram into the other and leaves P1, ... , Pn and the
boundary of D2 fixed during the isotopy.

Obviously, isotopic homeomorphisms give rise to isotopic curve diagrams. This
means that to every element of the mapping class group MCG(Dn), or equivalently
to every element of the braid group Bn, we can associate a curve diagram which
is uniquely defined up to isotopy. Some examples of curve diagrams are given in
Figure 1. For one more example, see Figure 3: the leftmost curve diagram in this
figure is the curve diagram of the braid σ2σ1σ

−1
2 σ1σ2, which is drawn at the bottom

of the figure.

(a) (b) (c)

e0 e1 e2 e3

Figure 1. Examples of curve diagrams: the curve diagrams of the trivial
braid, of σ1 and of σ−1

2 σ1. Note that the braid group acts on the left, so
the latter curve diagram is obtained from the trivial curve diagram (a) by
the action of σ1, followed by the action of σ−1

2 .

Next we claim that there is in fact a natural one-to-one correspondence be-
tween elements of MCG(Dn)—which in turn is naturally isomorphic to the braid
group Bn—and isotopy classes of curve diagrams in Dn. In other words, braids are
uniquely determined by their associated curve diagrams:

Proposition 1.2. Two homeomorphisms ϕ, ϕ′ : Dn → Dn are isotopic if and
only if their associated curve diagrams are isotopic—isotopies in both instances are
to be fixed on the punctures and the boundary.

Proof. A formal proof can be found in [83]. We shall only give an informal
explanation how geometric braids give rise to curve diagrams, and conversely, given
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the curve diagram of a braid β in Bn, how to recover a geometric braid represent-
ing β. A particular example of these two procedures is shown in Figure 3.

Let β be a geometric n-strand braid, sitting in the cylinder [0, 1]×D2, whose n
strands are starting at the puncture points of {0}×D2 and ending at the puncture
points of {1}×D2. A good way to imagine the curve diagram of a homeomorphism ϕ
associated with β is as follows. We think of the diagram E in Dn as consisting of
n + 1 segments of rubber band in the disk Dn, and we imagine that this disk Dn is
itself embedded in the face {1} ×D2 of the cylinder. If we now slide the diagram
E from the 1-level in the cylinder back to the 0-level, then the braid β corresponds
to a dance of the n puncture points in the disk D2. During the dance, the rubber
bands get stretched and deformed, and the resulting picture in {0} × D2 is the
curve diagram of the homeomorphism ϕ.

Conversely, suppose that we are given the curve diagram of some braid β in Bn,
i.e., in MCG(Dn), but we are not given β itself, and we want to find a geometric
n-strand braid representing β. Our procedure for doing this will play a key role
in what follows. We can place the curve diagram in the 0-level of the cylinder. If
we now authorize the puncture points to move, then due to the elastic force of the
rubber bands the diagram will untangle and become the straight horizontal line
in Dn. While this is happening, we can slide the disk along the cylinder into the
1-level. Then the punctures will trace out the geometric braid β, which we have
thus recovered from the curve diagram.

1.2. Definition of the ordering. Our aim now is to construct an order-
ing <CD of Bn using curve diagrams. We shall see later that this ordering coincides
with the σ-ordering which is the main subject of this book.

Given two braids, or equivalently two elements of MCG(Dn) represented by two
homeomorphisms ϕ and ψ, we want to define which one is larger. The first step
is to superimpose the curve diagrams of ϕ and ψ in Dn. A priori, these diagrams
may intersect each other unnecessarily; for instance, ϕ-curves and ψ-curves may
have points of tangency, or may intersect in infinitely many isolated points, or may
simply enclose digons—see Figure 2.

Figure 2. Removing four digons in the curve diagrams for σ1 and σ−1
2 σ1.

The diagrams in the resulting picture are tight with respect to each other.
In the left figure, the intersection number is 5, in the right one it is 1.

So the second step is to pull the curve diagrams tight. In order to explain what
that means, we introduce the intersection number. To this end, it is necessary to
have a precise notion of transverse curve diagrams.
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Definition 1.3. Two curve diagrams C1, C2 are said to be transverse if every
arc of C1 either is transverse (i.e., non-tangent) to every arc of C2 or coincides with
one of them.

In the sequel, all curve diagrams we mention are assumed to be pairwise trans-
verse.

Definition 1.4. The intersection number of two curve diagrams C1, C2 is de-
fined to be the number of transverse intersection points in the interiors of the arcs,
minus the number of coincident arcs of the two curve diagrams—i.e., if one of the
n + 1 ϕ-curves coincides exactly with one of the ψ-curves, we count this as −1
intersection point.

Then we can define the notion of tight position as follows.

Definition 1.5. We say that two curve diagrams C1, C2 are in tight position
if, for all curve diagrams C ′

1, C
′
2 such that C ′

1 is isotopic to C1 and C ′
2 is isotopic

to C2 (not necessarily by the same isotopy), the intersection number of C ′
1 and C ′

2

is greater than or equal to the intersection numbers of C1 and C2.

Now, pulling two curve diagrams C1, C2 tight means that we isotope them
independently until we obtain diagrams that are in tight position. One possible
way to find such a tight positioning of the curves is to start with two diagrams
with finite intersection number, and successively decrease the intersection number
by removing digons until no more digon is left. It is a nonobvious fact [83] that
pairs of curve diagrams without digons are always tight—a similar but more general
statement will be proved in Section 3 of Chapter XII. This opens up a theoretically
neat (although not practical) method for tightening curve diagrams: one equips
Dn with a hyperbolic metric, in which the n puncture points are cusps, and lets
the 2(n + 1) curves of the diagrams flow into geodesics. Since geodesics never
form digons, this yields a tight pair of diagrams. This observation is the basis of
the techniques which will be introduced in Chapter XIII. The crucial fact for our
purposes is that such a tight positioning of two curve diagrams is essentially unique:

Proposition 1.6. Suppose that C0 and C1 are two curve diagrams, which are
isotopic, and are both in tight position with respect to another curve diagram C2.
Then there exists an isotopy of the disk which fixes the diagram C2 setwise, fixes
the punctures and the boundary of the disk, and transforms C0 into C1.

A simple and elementary proof is given in [83]; very similar results with sim-
ilar proofs were, however, well-known before this paper—we refer the reader to
Section XII.3 for an argument for this result, but in a slightly different setting.

As a third step, we want to define a relation between curve diagrams. Suppose
that C and C ′ are two non-isotopic curve diagrams. Let us imagine that we sit down
at the point −1 of Dn, and walk along the curves of C. For some initial period of
time the curves of C ′ coincide with those of C. At some moment, however, either at
−1 or at one of the puncture points, the diagrams C and C ′ will diverge (otherwise
we would have C = C ′). At this divergence point, C ′ will either set out into the
upper component of Dn \ C (the one containing the point

√
−1), or into the lower

component (which contains −
√
−1). In the first case we say C ′ goes more to the

left than C, and in the second that C ′ goes more to the right than C. Note that C ′

goes more to the right than C if and only if C goes more to the left than C ′.
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Definition 1.7. A relation <CD on Bn is defined as follows. If β and β′ are
two distinct braids, then we superimpose their curve diagrams, C and C ′ say, pull
them tight, and define that β >CD β′ is true if C goes more to the left than C ′ and
β <CD β′ is true if C ′ goes more to the left than C.

Lemma 1.8. The relation <CD is a linear ordering on Bn, and it is left-invariant.

Proof. In order to see that <CD is transitive, we only need to know that any
three curve diagrams can be drawn in Dn in such a way that they are mutually tight.
In [83], this is proved using the so-called triple reduction lemma. Alternatively, we
can use hyperbolic geometry: if all the curves of all three curve diagrams consist of
geodesics of the same hyperbolic structure on Dn, then the three diagrams will be
mutually tight.

Seeing that the ordering <CD is left-invariant is easy: suppose that ϕ1, ϕ2, ϕ are
homeomorphisms of Dn representing three braids β1, β2, β, and that the ϕ1-diagram
goes more to the left than the ϕ2-diagram. If we apply ϕ to the curve diagrams of ϕ1

and ϕ2, we obtain curve diagrams for ϕϕ1 and ϕϕ2, respectively. Since we have
applied the same homeomorphism ϕ to the two diagrams, their relative position is
unchanged: the diagram of ϕϕ1 will still be to the left of the diagram of ϕϕ2. This
proves that β1 >CD β2 implies ββ1 >CD ββ2.

2. Proof of Properties A, C, and S

In the previous section we defined a linear, left-invariant ordering <CD of the
braid group Bn. In this section we prove that this ordering coincides with the σ-
ordering, and we give new proofs of Properties A, C and S; these proofs only use
arguments about planar diagrams.

2.1. A proof of Property A. Let us first prove that the positive cone of the
ordering <CD contains the positive cone of the σ-ordering.

Proposition 2.1. Every σ-positive braid β satisfies β >CD 1. Every σ-negative
braid β satisfies β <CD 1.

Proof. Let w be a σ-positive braid word representing β, with curve dia-
gram C. For simplicity, let us first assume that w is in fact σ1-positive; then w
is of the form w0σ1w1σ1w2...σ1wk, where the words wi contain no letter σ±1

1 . We
shall now consider the curve diagrams of various braids, with particular attention
to their first curves, i.e., those starting at −1. Our aim is to prove that an initial
segment of the first curve of C lies in the upper half of Dn, which implies β >CD 1.

The first curve of the curve diagram of the braid represented by wk coincides
with the one of the trivial braid: it is just a horizontal line segment, because the first
strand does not cross any other strands. Acting on this curve diagram by σ1 yields
the curve diagram of σ1wk; its first curve, i.e., the image of the arc e0 under σ1wk,
is an arc in the upper half of Dn connecting −1 to the second-leftmost puncture P2.
In particular, this first curve has the following property: its first intersection with
the vertical line through the leftmost puncture P1 lies in the upper half of Dn. Now
we observe that successively applying any sequence of braids σ±1

2 , ... , σ±1
n−1 and σ1

(but not σ−1
1 ) cannot change this property. In particular, the curve diagram C of

the braid word w has this property, which implies that an initial segment of C lies
in the upper half of Dn.
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This completes the proof for σ1-positive braids. For braids that admit a repre-
sentative braid word containing at least one σi, and no σ−1

i and no σ±1
j with j < i,

the argument is similar, guaranteeing that the first i−1 curves of the curve diagram
are horizontal line segments, and the ith sets off into the upper half of Dn.

Finally, the argument for σ-negative braids is symmetric .

This technical result has two important consequences. Firstly, we have proved
that the curve diagram of a σ-positive word has to diverge (to the left, in fact) from
the trivial curve diagram, so we deduce:

Corollary 2.2 (Property A). A braid that admits at least one σ1-positive rep-
resentative braid word is not trivial.

Secondly, Proposition 2.1 tells us that the σ-ordering of Chapter II is included
in the ordering <CD. Since both are linear (total) orderings, we deduce that the
ordering <CD and the σ-ordering coincide. In particular, we have established the
eighth equivalence mentioned in the Introduction:

Proposition 2.3. For all braids β, β′, the relation β < β′ is true if and only
if we have β <CD β′, i.e., the standardized curve diagram associated with β′ first
diverges from that associated with β towards the left.

2.2. A proof of Property C. The aim of this section is to use curve diagram
techniques in order to prove the comparison property (Property C).

Proposition 2.4 (Property C). Every non-trivial braid of Bn can be repre-
sented by an n-strand braid word that is σ-positive or σ-negative.

Proof (sketch). Here we shall only outline the method of proof, and refer
to [83] for details. This method is also illustrated in Figure 3. The strategy is to
prove that any braid β with β >CD 1, i.e., whose curve diagram first diverges from
the trivial curve diagram into the upper half of Dn, has a σ-positive representative.

For simplicity we will assume the curve diagram of β diverges immediately to the
left, and conclude that β admits a σ1-positive representative. The other possibility
is that the the first curve of the diagram coincides with e0 and the diagram only
diverges later; in this case β admits σ1-free representative, and a similar argument
(which we leave to the reader) will show that at least one representative of β is
σi-positive with i > 1.

We recall the technique which was introduced in the proof of Proposition 1.2:
we can reconstruct a braid from its curve diagram by placing the curve diagram in
the 0-level of a cylinder [0, 1]×D2, untangling the diagram while sliding the disk into
the 1-level, and observing the trace of the puncture points under this movement.
We shall apply this technique, but very carefully avoid using the letter σ−1

1 .
So let C be a curve diagram which is tight with respect to the trivial curve

diagram (the straight horizontal line), and whose first curve sets out immediately
into the upper half of Dn. Our aim is to isotope C into the trivial diagram. At
every moment in time we can imagine a vertical line through the leftmost puncture.
What we have to avoid during the isotopy is that any puncture ever hits this line
below the leftmost puncture, in order to turn itself into the new leftmost puncture—
punctures are only allowed to travel into the leftmost position by hitting the upper
half of the vertical line through the current leftmost puncture—this condition is
equivalent to the requirement that the resulting geometric braid is described by a
σ1-positive word.



2. PROOF OF PROPERTIES A, C, AND S 183

1
2
3

Figure 3. How to find a σ-positive representative of a braid word, given
the curve diagram. To untangle it, we have to alternately slide punctures
along useful arcs and tighten the diagram. The useful arcs are drawn in
bold line.

The idea for actually finding such an untangling-movement is as follows: we
recall that e0 denotes the horizontal line segment from −1 to the leftmost puncture.
The curve diagram C intersects e0 in a finite number of points (one of which is the
point −1). We define a useful arc to be a subarc of one of the curves of C which
starts at one of the intersection points with e0, has an initial segment which lies in
the upper half of Dn, does not intersect e0 again, and terminates at any puncture
(P say) other than the leftmost one. A simple geometric argument (which we leave
as an exercise) guarantees that in any curve diagram whose first curve sets off into
the upper half of Dn such a useful arc can indeed be found.

Now we are ready to start untangling the diagram C: we slide the puncture P
back along the useful arc, all the way to its starting point in e0. Note that during
this movement the puncture P will slide exactly once (near the end of its voyage)
over the current leftmost puncture to achieve itself the new leftmost position, but
it never slides under the leftmost puncture. This completes the first stage of our
untangling process. The curve diagram thus deformed may well fail to be tight with
respect to the trivial curve diagram, so we pull it tight, and obtain a new curve
diagram C ′.

Now we claim that the first curve of C ′ still sets off into the upper half of Dn,
or it might possibly coincide with e0. This can be proved by another easy geometric
argument—and it is actually very plausible if one thinks of the curve diagram as
being realised by rubber bands. In the first case, we can iterate our construction,
i.e., find a useful arc in C ′, etc. In the second case we can simply untangle the
curve diagram C ′ without any special care.

This process has to terminate with the trivial curve diagram—indeed, with
respect to a suitably defined notion of complexity of curve diagrams, C ′ is simpler
than C, and the complexity decreases further in each successive iteration.

We remark that the algorithm introduced in this section for finding a σ-positive
representative of a braid β that satisfies β >CD 1 by first constructing its curve
diagram and then undoing this diagram again is very inefficient: the length of the
resulting σ-positive braid word depends, in general, exponentially on the length of
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the input braid word. For instance, the reader may check that for the 4-strand
braid represented by the word (σ3σ

−1
2 )pσ1 the algorithm presented here outputs

a σ1-positive word whose length grows exponentially with p. This is particularly
dissatisfying, given that the input braid word was itself σ1-positive, so the algorithm
did not really need to do anything!

However, this disadvantage is not inherent in the basic method of this algo-
rithm: as we shall see in Chapter XI, the idea of relaxing, or untangling, curve
diagrams is in fact a very powerful one. For more comments on the algorithmic
aspect, alse see Chapter XVI.

2.3. A proof of Property S. It is possible to establish Property S using
the machinery of this chapter [193]. We shall outline such a proof here, using the
notion of a Dehn half-twist. A detailed proof along only slightly different lines can
be found in [193].

Definition 2.5. Let e be a simple arc connecting two distinct points, say P
and Q, in the plane—or, more generally, in an arbitrary oriented surface. A Dehn
half-twist around e is a homeomoprhism ϕ of the plane such that ϕ is the identity
outside a small neighbourhood of e, it flips e, and it screws clockwise a small
neighbourhood U of e as shown in Figure 4.

P Qe

U

Figure 4. Dehn half-twist around the arc e.

For instance, the element of MCG(Dn) defined by a Dehn half-twist around the
segment ei is the image of the braid σi under the isomorphism of Bn to MCG(Dn).

Let ϕ be a Dehn half-twist around an arc e, and let Γ be a curve intersecting e
transversely at some point, say R. The image curve ϕ(Γ) behaves as follows. First,
ϕ(Γ) walks along Γ until coming close enough to R, then it turns to the left and
goes to one endpoint of e, keeping close to e, then it turns clockwise around that
point, goes to the second endpoint of e, always nearby e and crossing e at ϕ(R) in
the opposite direction, then it turns counterclockwise around the second endpoint
and returns along e into a small neighbourhood of R. Finally, it continues moving
along Γ.

With this notion at hand, we can prove:

Proposition 2.6. For every braid β and every i, we have 1 <CD βσiβ
−1.

Proof. Let ψ be the homeomorphism of Dn corresponding to β; let e be
the arc ψ(ei), and let ϕ be the Dehn half-twist around e. Then ϕ represents the
braid βσiβ

−1. So, by definition of <CD, the inequality 1 <CD βσiβ
−1 follows from

the above observation that ϕ(E) first diverges from E to the left, provided we make
sure that ϕ can be chosen so that ϕ(E) is tight with respect to E.

Now, we can assume without loss of generality that e is tight with respect to
the main diameter E. Then we claim that the Dehn half-twist ϕ can be chosen so
that there is no digon bounded by E and ϕ(E). Indeed, in addition to coinciding



2. PROOF OF PROPERTIES A, C, AND S 185

parts of E and ϕ(E), there are only unavoidable crossing points of E and ϕ(E) that
appear near crossing points of E and e. Between two such points the curve ϕ(E)
goes parallel to e. Now it is not hard to see that the existence of a digon bounded
by E and ϕ(E) would imply the existence of a digon bounded by E and ϕ(e). Now
one can show that only a small perturbation is needed for ϕ(E) to become tight
with respect to E. So the proof is complete.

By Proposition 2.3, the σ-ordering and the <CD-ordering coincide, so we deduce

Corollary 2.7 (Property S). Every braid of the form βσiβ
−1 is σ-positive.

More general results in the above direction can be proved using the refinements
of the curve diagram technique introduced in Section 3 of Chapter XIII.
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CHAPTER XI

Relaxation Algorithms

Suppose we are given a braid word representing some element of the braid
group Bn. It is a very common situation that we have to find a canonical repre-
sentative braid word of that element which has some desirable property. Typically
in the context of the present book, we might be interested in finding a σ-positive
or σ-negative word representing the given braid. In this chapter we shall discuss
one class of methods for obtaining canonical representative braid words, namely
the method of untangling, or relaxing, curve diagrams.

This general method works as follows: given a braid β in Bn, in a first step
we construct its curve diagram. In a second step, we successively untangle this
diagram: according to certain rules and with certain restrictions we search for a
braid word whose action simplifies the diagram. We repeat this procedure until the
trivial curve diagram is reached. If we concatenate the braid words chosen in the
successive steps, we obtain a braid word representing β.

We have already encountered this method twice in this book. Once, in dis-
guise, in Chapter IX, in Larue’s proof of Property C (Proposition IX.2.1). Our
second encounter with this principle was in Chapter X, in the diagrammatic proof
of Property C (Proposition X.2.4). One more use of this principle will occur in
Chapter XII: Mosher’s automatic normal form for braids—and more general map-
ping classes—has this idea at its base, even though it uses it in a modified, very
subtle form.

In the current chapter we shall present two algorithms using this principle in
order to find σ-positive or σ-negative representative braid words of a given element
of Bn. In this, they are like the algorithm in the proof of Property C in Proposi-
tion X.2.4. However, both algorithms and normal forms presented here have some
useful and interesting additional properties.

The first normal form of braids which we shall present, due to Bressaud [19], is
remarkable in that it can be found by two completely different algorithms: either by
a relaxation method of curve diagrams, as explained above—called the delooping
algorithm—or by a rewriting system operating on braid words—called the Tetris
algorithm. This surprising double perspective makes it reasonable to hope that this
normal form may serve as a powerful theoretical tool.

The second normal form of braids, which we shall call the transmission-relaxation
normal form, was introduced in [74]. Roughly speaking, it has two remarkable prop-
erties: firstly, the normal form of a σ-positive braid is a σ-positive braid word—and
our proof of this fact leads to a new proof of Property C—and secondly it tends to
write braids as a product of relatively few factors, where each factor is, on the other
hand, a relatively high power of a single generator. Among the geometrical conse-
quences of this second property is that the transmission-relaxation normal form of
a braid can serve to estimate the complexity of the curve diagram of the braid. As
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shall be mentioned in Chapter XVI—see [74, 177] for a full explanation—it can
also serve to estimate distances in the Teichmüller space.

We make one general remark concerning algorithmic complexity—see also Sec-
tion XVI.1.3. In general, relaxation-type algorithms do not output σ-positive or
σ-negative braid words, and they can fail to be efficient—see for instance the al-
gorithm used in the proof of Property C in Chapter X. Nevertheless, it appears
that they tend to be very robust: most reasonable ways of filling in details in
the above vague description of a general relaxation algorithm seem to yield algo-
rithms that are very efficient in practice, but whose efficiency is difficult to prove.
For instance, the algorithms of Larue and Bressaud, as well as the transmission-
relaxation algorithm, are all believed to have output of linearly bounded length
and to have polynomial running time—in fact, the latter is known to hold in the
case of the transmission-relaxation algorithm. Moreover, it appears that even quite
naive relaxation algorithms tend to yield uniformly quasi-geodesic representatives
of elements of mapping class groups. One obstacle to explaining this fascinating
phenomenon is that we are currently far from having a complete understanding
of quasigeodesics in mapping class groups, despite some very deep results which
explore the relation between the geometry of the mapping class group and the ge-
ometry of the train track complex, the curve complex, the pants complex and the
Teichmüller space—see for instance [150, 177, 103, 24].

The structure of this chapter is as follows: in Section 1 we present Bressaud’s
normal form of braids, and the two different algorithms to compute it. In Section 2
we explain an algorithm for counting orbits of strip decompositions due to Agol,
Hass and Thurston, and how this algorithm leads to the transmission-relaxation
method.

1. Bressaud’s regular language of relaxation braids

In this section we shall present a normal form of braids which is due to Xavier
Bressaud [19]—also see [35] for a good exposition of Bressaud’s work. This normal
form arises by untangling curve diagrams, and it yields σ-positive representatives
for elements of Bn that are positive in the linear ordering—but the analogue state-
ment with positive replaced by negative is false. On the other hand, the language
of normal forms has the advantage of being asynchronously automatic [77], and
moreover it is conjectured to be uniformly quasigeodesic. Thus we have two points
of view on this normal form, one curve diagrammatic and one language combina-
torial, giving rise to two different algorithms, and it is rather surprising that they
output the same normal form braid words. Like the handle reduction algorithm,
these algorithms are conjectured to be quadratic time, but the only known upper
bound on their efficiency is exponential.

Bressaud introduced this normal form while studying random walks on the
braid group and its Poisson boundary. For more information on this connection we
refer the reader to Section XVI.2.8 and to the original paper [19] .

1.1. Normal words. Throughout this section we will use a new family of
generators of the n-strand braid group Bn.
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Definition 1.1. For 1 " p < n, and for p " i " n and j ∈ {p, n} with j 0= i,
we put

σi,j,p =
{

σ−1
i σ−1

i+1 ... σ−1
j−1 for j = n,

σi−1σi−2 ... σj for j = p.
(1.1)

For instance, in Figure 1 the braid diagram corresponding to the word σ4,1,1σ3,1,1

σ2,4,1σ3,1,1σ4,2,2σ4,3,3 is presented.
To explain it in words, braids of the form σ∗,∗,p are trivial on strands 1 through

p− 1 (and possibly some other strands). The generator σi,j,p moves the ith strand
in front of the other strands into the jth position, and the strands between these
two positions get pushed one notch to the left or right. Note that for instance σ2,4,1

and σ2,4,2 represent the same braid, but still we wish to distinguish them.

Figure 1. The braid represented by σ4,1,1σ3,1,1σ2,4,1σ3,1,1σ4,2,2σ4,3,3, and
the corresponding Tetris diagram—the meaning is not the same as for sim-
ilar diagrams used in Chapter VIII.

A useful way of representing braids words in this generating set are Bressaud’s
Tetris diagrams:

Definition 1.2. The Tetris diagram representing the generator σi,j,p consists
of n horizontal lines and a vertical arrow from the ith to the jth line. In order
to specify p, we may draw the pth horizontal line in bold. For any word in the
generators σi,j,p, the Tetris diagram representing the word is obtained by stacking
the diagrams corresponding to each of its letters.

For instance, the Tetris diagram representing the word σ4,1,1σ3,1,1σ2,4,1σ3,1,1

σ4,2,2σ4,3,3 can be seen in Figure 1.

Definition 1.3. A word w in the generators σi,j,p is normal in the sense of
Bressaud if, for every letter σi,j,p of w, one of the following conditions holds:

• we have i = p or j = p, and this is the last letter of the word,
• we have i = p or j = p, and, in the following letter σi′,j′,p′ , we have p′ > p,
• in the following letter σi′,j′,p′ , we have p′ = p and i′ ∈ [i, j) or i′ ∈ (j, i],

depending on whether i < j or i > j.

So a normal word can be decomposed as w = w(1)w(2) ... w(n−1), where some
of the factors may be empty, and where w(p) consists of letters of the form σ∗,∗,p.
Roughly speaking, the second condition tells us that at the transition from one
subword to the next, the last letter of the first subword could not be integrated
into the second subword. The third condition says that for two subsequent letters
within the same subword, i′ must lie between i and j, but we insist that i′ 0= j,
because in case i′ = j the two generators could be merged into one.
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1.2. The language of normal words. We shall see that the set of all normal
words is a regular language, i.e., it is recognized by a finite state automaton. First,
we recall the needed terminology, and refer to [77] for further development.

Let A be a finite set, which will be referred to as an alphabet and its elements
as letters. The set of all words on A will be denoted by A∗.

Definition 1.4. A finite state automaton over the alphabet A is the collection
of the following data:

• a finite oriented graph, whose vertices are called states and whose edges are
called arrows;

• for each state s, a bijection between A and the set of arrows coming from s—
which are said to be marked with the corresponding letter (an arrow marked with
a letter a will also be called an a-arrow for short);

• a subset of states, whose elements are called accept states and all the other
states are called failure states;

• a distinguished state s∗, which is called the start state.

Clearly, for any word w on the alphabet A, say w = a1 ... ak, and any state s
of a finite state automaton M , there is a unique sequence η1, ... , ηk of arrows of M
such that η1 starts at s, ηi+1 starts at the end of ηi for 1 " i " k − 1, and the
arrow ηi is marked with ai for 1 " i " k. If ηk points to s′, we say that the word w
reads from the state s to s′.

Definition 1.5. Let M be an automaton over A. A word w in A∗ is said to
be accepted by M if it reads from the start state s∗ to an accept state. A subset L
of A∗ is said to be a regular language if there exists a finite state automaton over A
that accepts a word w of A∗ if and only if w lies in L.

Coming back to words that are normal in the sense of Definition 1.3, we have

Proposition 1.6. The set of all words that are normal in the sense of Bressaud
is a regular language.

Proof. As in the case of the greedy normal form of Chapter VI, being normal
in the sense of Bressaud is a local condition: there exists a (finite) list of letters T—
the legal terminal letters—and for each letter s, there exists a set of letters F (s)—
the locally forbidden letters—such that a word w is normal if and only if the
following two conditions hold: firstly, for each pair (s, s′) of consecutive letters
in w, we have s′ /∈ F (s), and secondly, the last letter of w belongs to T .

To construct an automaton recognizing the language of normal forms, one
defines the set of states to be the alphabet plus one initial state and one failure
state, and, from each state s, one draws an s′-arrow to the state s′ for each s′ in
the complement of F (s), and an s′-arrow to the failure state for each s′ in F (s).
Moreover, for every state s one defines s to be an accept state if s ∈ T holds, and
a failure state otherwise.

Figure 2 shows the local condition in the case of the 4-strand braid group.

1.3. An untangling procedure for curve diagrams. The main result is
that normal words in the sense of Bressaud provide a unique normal form for braids.

Proposition 1.7. Every element of Bn has exactly one representative that is
normal in the sense of Bressaud.
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Figure 2. The local condition, in the sense of the proof of Proposi-
tion 1.6, on words to be normal in the sense of Bressaud. Locally legal
sequences of letters are indicated by arrows, and the shaded vertices indi-
cate legal terminal letters.

Our aim now is to prove Proposition 1.7. For the rest of this section we shall
consider as the trivial curve diagram on the n times punctured disk Dn the dia-
gram E shown in solid lines in Figure 3(i). Also, whenever we speak of the inter-
section number of two arcs, it shall be understood that the arcs have been pulled
tight with respect to each other, in the sense of Definition X.1.5.

Definition 1.8. The complexity of a curve diagram β(E) is defined as follows:
on the boundary ∂Dn the starting points of the n arcs are lined up from left to right,
and some of them may already be trivial (just vertical line segments). Suppose the
pth is the leftmost non-trivial segment. Then the complexity is the number of
intersections of this line segment with the interioris of the dotted arcs shown in
Figure 3.

(i) (ii)
E β(E)

Figure 3. On the left, the trivial curve diagram E is drawn in solid line;
on the right, the curve diagram of the braid β = σ3σ

2
2σ2

1σ−1
3 σ2σ1σ3σ2. In

this diagram, the leftmost non-trivial arc is drawn in solid line, the others
in dashed line. The solid arc has four intersections with the dotted lines, so
by definition the complexity is 4.

Now our untangling procedure is defined as follows. In order to find the normal
form of a braid β of Bn, we consider the curve diagram β(E). Then we apply
repeatedly the following elementary step. Suppose the pth arc from the left is the
first non-trivial one.

• Case 1: the first intersection of the pth arc with the horizontal axis of Dn

is between the ith and i + 1st puncture, and it turns left after this intersection.
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Then we write down the generator σi+1,n,p, and also act on the curve diagram by
the inverse of this generator,

• Case 2: the first intersection of the pth arc with the horizontal axis of Dn

is between the ith and i + 1st puncture and it turns right after this intersection.
Then we write down the generator σi,p,p, and also act on the curve diagram by the
inverse of this generator,

• Case 3: the complexity of the curve diagram equals zero, i.e., the pth arc runs
straight into the ith puncture (i > p). Then we write down the generator σi,p,p, and
also act on the curve diagram by the inverse of this generator, yielding a diagram
where the pth arc is also trivial.

Figure 4. The relaxation procedure for the braid β = σ3σ
2
2σ2

1σ−1
3 σ2

σ1σ3σ2. The curve diagram of β is in the top left. The calculation shown
here proves that the normal form of β is σ4,1,1σ3,1,1σ2,4,1σ3,1,1σ4,2,2σ4,3,3. In
each step, the leftmost non-trivial arc is drawn in solid, the others in dashed
lines.

The proof of the existence part of Proposition 1.7 follows now immediately from
the following lemma whose proof is left as an exercise.

Lemma 1.9. (i) Relaxation steps corresponding to Cases 1 and 2 above decrease
the complexity of the curve diagram. Steps corresponding to Case 3 do not, but they
increase the index p.
(ii) A braid word obtained by the relaxation procedure is normal.

We now turn to the uniqueness part of Proposition 1.7. Suppose that some
braid β in Bn is represented by a normal word w. The first letter of w is either
of the form σi,p,p for some i and p with p < i " n or of the form σi+1,n,p where
p− 1 " i < n− 1. In order to prove uniqueness, it suffices to show that, given the
curve diagram β(E), we can reconstruct this first letter. This is achieved by the
following lemma.

Lemma 1.10. If the first letter of w is of the form σ∗,∗,p, then the leftmost
non-trivial arc of the diagram β(E) is the pth one. Moreover, if the first letter is
σi,p,p with p < i " n then in the curve diagram β(E) the pth arc first intersects
the horizontal axis between the ith and the (i + 1)st puncture and then turns right.
Similarly, if the first letter is σi+1,n,p, then in the curve diagram the pth arc first
cuts between the ith and (i + 1)st puncture and then turns left.
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Proof. This is an easy induction on the lenght of the word w.

This completes the proof of Proposition 1.7. Our next aim is to give a new
proof of Property C.

Definition 1.11. The curve diagram β(E) is said to be k-positive if the left-
most non-trivial arc is the kth one and it deviates from its initial position towards
left, i.e., its first intersection with the horizontal axis occurs on the right of the kth
puncture.

Definition 1.12. A word w in the alphabet {σi,j,p} is said to be σk-positive if
it becomes a σk-positive braid word in standard generators after unpacking (1.1).

Proposition 1.13. If the curve diagram β(E) is k-positive then the normal
form of β is σk-positive.

We remark that the converse of Proposition 1.13 is also true—this is essentially
equivalent to Proposition 2.1 in Chapter X.

Proof of Proposition 1.13. Assume that β(E) is k-positive. Then the gen-
erators σi,j,p with p < k do not appear in the normal form. This implies that, after
transition to the standard generators, the letters σ±1

i with i < k are absent. The
only generator σi,j,p that may give rise to σ−1

k is therefore σk,n,k.
Since the diagram β(E) is k-positive, the normal form of β starts with a letter

σi,k,n with i > k, which contains σk after unpacking. According to our rules, the
generator σk,n,k cannot then appear anywhere in the normal form.

Corollary 1.14 (Property C). Every non-trivial braid in Bn is σ-positive or
σ-negative.

Proof. For a curve diagram Γ, we denote by Γ+ the image of Γ under the
reflection in the horizontal axis. Also, by β *→ β+ we denote the involution of Bn

that sends each generator σi to its inverse. Obviously, we have β+(E+) = β(E)+.
The union E ∪ E+ consists of vertical chords of Dn passing through the punc-

tures. Suppose that β is some non-trivial braid and that the kth vertical chord is
the leftmost one on which β acts non-trivially. Then one can easily see that at least
one of the two arcs making up this chord—one belonging to β(E) and the other
to β(E+)—has its first intersection with the horizontal axis not in the segment
between punctures number k − 1 and k, but further to the right. From this, we
deduce that either β(E) or β(E+)+ is k-positive for some k.

1.4. A rewriting procedure for braid words. Bressaud also constructs a
purely algebraic algorithm for transforming any braid word in the generators σi,j,p

into a normal word representing the same element of Bn. The proof that this
algorithm stops in finite time is quite technical, and we shall only present the
general idea here.

Suppose inductively that we already have a normal word u, and a generator s
of the form σi,j,p; our aim is to find the normal form of the product su.

This is done again by an iterative procedure—see Figure 5. Suppose that we
have already found a way of writing the element represented by su as a word vstw,
where s and t are single letters, and v and w are words, satisfying the following
inductive hypothesis: firstly, removing the letter s yields a normal word (in this
case vtw); and secondly, the transition from the last letter of v to s is either
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v
s t w

v v′

s′

w

︸ ︷︷ ︸ ︸︷︷︸
length

0, 1, or 2
length
0 or 1

Figure 5. A symbolic representation of one step of the Tetris algorithm.
The symbol ◦ indicates that two subsequent letters are either disjoint or
that they form a legal sequence. The symbol • indicates that a sequence
of two letters may be illegal. Curve segments that fit together smoothly
represent normal words. For instance in the upper picture the the word vtw
is normal.

disjoint or legal—the meaning of these words will be defined momentarily. Then one
elementary step of the Tetris algorithm replaces the word st by an equivalent word
v′s′, in such a way that the word vv′s′w againsatisfies the induction hypothesis. We
have made progress in the sense that the disturbing letter s has been transformed
into a letter s′ which is one step closer to the end of the word, and the price we
have paid is that we may have increased the length of the word by 1.

>0 >0

>0

>1

>1

>0

>1 >0

>1

>1

>1

>0

2 poss.
2 poss.

s t s t s t s t s t

v′ v′ s′ v′ s′

v′ s′ v′ s′

Figure 6. The rules for moving the disturbing letter s′ to the right
through the braid word. Not listed are obvious cancellations. The list
is only nearly complete for two reasons. Firstly, obvious cancellations like
σ3,4,1σ4,1,1 &→ σ3,1,1 are not listed. Secondly, immediately following the
transformations listed here, we sometimes modify the resulting letter s′ by
tranforming σi,j,p to σi,j,p′ with p′ > p, depending on the subsequent let-
ters. For examples of this, see the second and fifth steps of the procedure
in Figure 7.
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Definition 1.15. A sequence of two letters σi,j,pσi′,j′,p′ is called disjoint if the
closed intervals [i, j] (or [j, i]) and [i′, j′] (or [j′, i′]) are disjoint. It is called legal if
i′ lies between i and j, but is different from j.

A nearly complete list of rules for the elementary transformations can be found
in Figure 6, and the reader is encouraged to check that these rules do indeed
satisfy the requirements of the inductive step. An explicit example is worked out
in Figure 7.

︷ ︸︸ ︷normal

︷ ︸︸ ︷normal

Figure 7. An example of the Tetris algorithm. The symbol ( marks the
position of the current letter s.

We see from Figure 5 that the normal representative of su is an asynchronous
fellow-traveller of u. This means that the traces of the two paths in the Cayley
graph are at universally bounded Hausdorff distance from each other—in this case
the Hausdorff distance is at most 2—also see [77, Section 7.2]. Note that we do
not claim that the two paths are necessarily close to each other when viewed as
parametrized paths, i.e., that they are synchronous fellow travellers: prefixes of
the same length of the two words may represent braids which are quite distant in
the Cayley graph. Bressaud gave an example which proved that, for s a generator,
the braids β and sβ may have normal forms whose lengths may be arbitrarily
large, but different by a factor 2. Nevertheless, computer experiments lend strong
support to the following conjecture: transforming a word in the generators σi,j,p

into an equivalent normal word may only increase its length by a linear factor, with
a calculation time depending quadratically on the length.

2. The transmission-relaxation normal form of braids

As mentioned in the introduction to this chapter, any reasonable way of un-
tangling gives an algorithm that is quite efficient in practice for constructing a sort
of a braid normal form. However, in most cases no proof of the observed efficiency
of the algorithm is known.

In this section we describe a curve diagram untangling method developed
in [74]. The main purpose of this approach was to find an algorithm for recovering
a braid from its curve diagram for which a nice upper bound for the complexity can
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be proved. The effort to make the algorithm as efficient as possible resulted, quite
surprisingly, in yet another proof of Property C and a procedure that produces a
σ-definite braid word representing the braid whose curve diagram is given as the
input.

Probably the main difficulty with proving the efficiency of numerous untangling
algorithms is the fact that the braid length defined as the length of a shortest word
representative (in some set of generators) is a measure of complexity that is quite
different from the one suggested by curve diagrams. To illustrate the difficulty
we consider the much simpler group SL(2, Z) of integral unimodular 2×2 matri-
ces. Let us look at two different notions of complexity of such matrices: define

the norm ‖X‖ of a matrix X =
(

a b
c d

)
in SL(2, Z) as ‖X‖ = max(|a|, |b|, |c|, |d|),

and the length %(X) as the length of a shortest word representing X in the alpha-
bet {u±1

1 , u±1
2 } with

u1 =
(

1 1
0 1

)
, u2 =

(
1 0
1 1

)
.

One can immediately see that these two measures of complexity are quite different
by looking at the example:

u30
1 u30

2 =
(

901 30
30 1

)
, (u1u2)30 =

(
2504730781961 1548008755920
1548008755920 956722026041

)
,

where the two words are the shortest word representatives of the corresponding
matrices.

There are two algorithms for finding a word representing a matrix X in SL(2, Z)
that we call the slow Euclidean algorithm and the fast Euclidean algorithm. Given X
in SL(2, Z), both produce a word representing X by simplifying X step by step.
If ‖X‖ > 1 holds, then the slow Euclidean algorithm spells out one letter a
in {u1, u

−1
1 , u2, u

−1
2 } guaranteeing ‖a−1X‖ < ‖X‖—such a letter is always unique—

and proceeds as before with the simpler matrix a−1X. In the same situation, the
fast Euclidean algorithm spells out a pair (a, k), where a is the same as above
and k is an integer that minimizes ‖a−kX‖—there may be at most three choices
for k—and then proceeds with a−kX. Such a k is found by rounding off the ratio
of the greatest element of X to the other element in the same column. If ‖X‖ = 1
holds, both algorithms spell out a shortest word representing X, which can be
preprogrammed as there are just 16 such matrices.

For example, if X = u1000000
1 is given as the input then the slow Euclidean

algorithm will spell out the word u1u1 ... u1 with 1000000 letters having performed
1000000 steps, whereas the fast one will output (u1, 1000000) in just one step.
The running time for the fast Euclidean algorithm is bounded by a polynomial
in log(‖X‖), which can be established by observing that the value log(‖X‖) is
comparable to the following modified length function of X:

%′(X) = min
u

k1
1 u

k2
2 u

k3
1 u

k4
2 ...=X

∑

j

log2(|kj | + 1).

One deduces from this and from analyzing the general step of the algorithm that
the fast Euclidean algorithm produces a word representing X whose %′-length is
bounded by a linear factor of %′(X).

The slow Euclidean algorithm is not polynomial time in log(‖X‖) but, it is poly-
nomial time in %(X) and it also produces a word representative of length O(%(X)).
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However, the value %(X) is not something that can be easily extracted from X—
without implementing the Euclidean algorithm—so, to establish the result one
needs to analyze the group structure of SL(2, Z).

A similar thing happens to the braid groups. The reader is invited to find and
compare curve diagrams of braids (σ1σ2)10 and (σ1σ

−1
2 )10 to see the analogy with

the case of SL(2, Z).
Roughly speaking, the principle of most of the untangling algorithms for curve

diagrams of braids is close to the one of the slow Euclidean algorithm. Since the
group structure of Bn is in a sense more complicated than that of SL(2, Z), it is
not easy to establish nice bounds for the running time of such an algorithm and
the length of the output. The algorithm of [74] described here is close in nature to
the fast Euclidean algorithm, but all the complexity bounds are therefore given in
terms of a non-standard notion of braid length, similar to %′ above, which we now
define.

2.1. Length of braids and complexity of curve diagrams. We denote
by ∆i,j with 1 " i < j " n the following element of Bn:

∆i,j = (σi ... σj−1)(σi ... σj−2) ... σi.(2.1)

Geometrically, this corresponds to the half twist involving all strands between
strands number i and j inclusive.

For each i, the generator σi is equal to ∆i,i+1, and, therefore, every n-strand
braid word w admits decompositions of the form

w = ∆d1
i1,j1

...∆dm
im,jm

.(2.2)

Definition 2.1. For w a word in the generators ∆i,j , the ∆-length of w is
defined to be

%∆(w) =
m∑

r=1

log2(|dr| + 1),

where ∆d1
i1,j1

...∆dm
im,jm

is the shortest decomposition of w of the form (2.2). For β
in Bn, we define the ∆-length of β, denoted %∆(β), to be the minimal value of %∆(w)
for w representing β.

Definition 2.2. A word w in the generators ∆i,j is said to be σ-positive or
σ-negative if the word in standard generators σi obtained from w by the expan-
sion (2.1) is.

The main result of Section 2, which contains Property C, is the following.

Proposition 2.3 (Property C with length bounds). There is an algorithm
that, given a non-trivial word w in the generators ∆i,j with 1 " i < j " n,
constructs an equivalent word w′ that is either σ-positive or σ-negative, and the
following inequality holds:

%∆(w′) " const · n · %∆(w).(2.3)

The word w′ provided by Proposition 2.3 depends only on the braid represented
by w. It will be called the normal form of the braid w in the sequel.

Remark 2.4. One can even show that the running time of the algorithm from
Proposition 2.3 is bounded from above by O(n2 · %∆(w)2) provided the algorithm
is implemented on a random access machine—but not on a Turing machine, for
instance.
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The proof of this result, which we shall outline below, really shows some-
thing which is of considerable theoretical interest, beyond questions of orderabil-
ity, namely that the complexity of the curve diagram of a braid β and the ∆-
length %∆(β) are comparable.

More precisely, let us use as a basic curve diagram in Dn the diagram E shown
in Figure 12, and let β(E) be the image of E under the action of a braid β.

Definition 2.5. We define the geometrical complexity of the braid of β to
be c(β) = log2 ‖β(E)‖ − log2 ‖E‖, where the symbol ‖·‖ denotes the number of
intersections with the horizontal diameter of Dn provided that the diagram is tight
with respect to this diameter.

Then the following can be proved using the techniques of this section.

Proposition 2.6. For each n, the geometric complexity and the ∆-length are
comparable, i.e., there exist constants C1 and C2 such that, for every braid β in Bn,
we have C1 · c(β) " %∆(β) " C2 · c(β).

In fact, one can choose C1 = 1/ log2 3 (independently of n) and C2 = 9n.
In what follows, we shall only discuss Proposition 2.3 whose proof consists of

the following steps. First, we need to endow the curve diagram Γ0 = β(E) of the
braid β with an additional structure, which we call here a strip decomposition,
and define a special complexity function called AHT-complexity depending on this
structure. This AHT-complexity is bounded from above by const · n · %∆(w)—for
braids that are long enough, see below.

Then we describe the simplification step that, given the curve diagram Γ0 with
the previously constructed strip decomposition, produces a word w1 representing a
braid β1, the curve diagram Γ1 of β−1

1 β and a strip decomposition of Γ1 such that
the AHT-complexity of Γ1 drops by some a1 ! 1 compared to that of Γ0, and the
following holds: %∆(w1) " const · a1. The simplification is then applied recursively
to the new curve diagram and its strip decomposition, producing braids β2, β3, ...
The procedure stops when the AHT-complexity becomes zero, which means by con-
struction that the curve diagram is untangled and, therefore, we have β1β2... = β.
By analyzing the simplification step we see that either we get a σ-positive braid
word w1w2... representing β or a symmetric procedure produces a σ-negative word
representing β. Then we need to estimate the number of operations required for
implementing this procedure.

Intermediate results needed for the proof require a lot of routine checking that
we will skip in this presentation, referring the reader to the paper [74]. A simple
method for computing the curve diagram of a braid by using a special coordinate
system will be described in Chapter XII.

In this section we only describe the geometric background of the untangling
process and provide details when a delicate choice of the construction should be
made. We also demonstrate how the untangling procedure works for a concrete
example.

Of course, in order to get an actual algorithm, one should translate our geomet-
rical description into combinatorial language. This is not hard, and for exposition
purposes we will stick with the geometrical language.

2.2. Agol–Hass–Thurston orbit counting algorithm. We are going to
forget about braids for a while and consider the following question that may appear
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irrelevant at first sight. Suppose we have a union Γ of pairwise disjoint simple closed
curves consisting of semicircular arcs having the endpoints on a distinguished hor-
izontal line—which will be referred to as the axis—and intersecting it transversely.
An example is shown in Figure 8. The puzzle is: how many connected components
does Γ have? It is assumed that Γ is presented in combinatorial terms that we now
describe.

Figure 8. How one can count the number of curves?

Definition 2.7. A simple strip in Γ is a collection of parallel (concentric)
semicircular arcs lying in the same half-plane such that their left ends as well as
their right ends form a family of consecutive intersection points of Γ with the axis.
These two families of consecutive intersection points are called bases of the simple
strip. The number of arcs in the strip is called the width of the simple strip.

In order to describe the combinatorial structure of Γ it suffices to specify a
collection of simple strips that cover Γ without overlapping. This means that one
should specify relative positions of the bases and the widths of the strips. For
example the Γ shown in Figure 8 can be covered by 7 simple strips of widths
41, 1, 1, 2, 1, 35, and 5 as indicated in Figure 9.

So, we suppose Γ is given in such a combinatorial form. What we describe
below is a particular case of the Agol–Hass–Thurston algorithm—AHT-algorithm
for short [2]—which allows us to compute the number of connected components of
Γ in time polynomial in the number of strips and the logarithm of the width of the
widest strip. The general AHT-algorithm was designed for counting the number
of connected components of a normal surface provided its normal coordinates are
given. The simple geometrical interpretation we use here does not work so well in
the general case.

We need more definitions in order to describe the simplifying step.

Definition 2.8. (i) A strip in Γ is a union s = s1 ∪ ... ∪ sp of pairwise non-
overlapping simple strips of equal width such that, for each i = 1, ... , p − 1, the
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Figure 9. Transmission and relaxation of a collection of curves endowed
with a strip decomposition.



2. THE TRANSMISSION-RELAXATION NORMAL FORM OF BRAIDS 201

strips si and si+1 share a common base that must be the right base of s1 or sp if
i = 1 or i = p−1, respectively. The left bases of s1 and sp are then called the bases
of the strip s. The number p is called the length of s.
(ii) By a strip decomposition of Γ we mean any collection {s1, ... , sr} of strips
that cover Γ without overlapping and satisfy the following condition: there exists
a point K on the axis such that all bases of the strips si are on the left of K and
all the intersections of interiors of strips are on the right of K.

For a large number of examples of what such a strip decomposition may look
like, the reader can consult Figures 14 through 17, where the point K corresponds
to the right endpoint of the horizontal line segment drawn in each of the figures.

The idea of the algorithm is to replace the pair (Γ, {s1, ... , sr}) by a simpler one
(Γ′, {s′1, ... , s′r′}), but such that Γ′ has the same number of connected components
as Γ, and then to proceed recursively until a collection of circles is obtained, which
are easy to count. The simplification step consists of two operations which we call
transmission and relaxation. The former changes only the strip decomposition and
the latter changes the whole picture keeping the position of the strip bases fixed.

We proceed with the definition of a transmission—for an example of this oper-
ation, see Figure 9.

Definition 2.9. (i) Let some strip decomposition of Γ be fixed. Let N be the
rightmost point on the axis covered by a base of a strip—there must be exactly
two bases covering this point. The strip which is the owner of the larger one will
be called the numerator of the transmission. If the two bases covering N are of
the same size and belong to different strips we choose any of the strips to be the
numerator. The strips whose right bases are covered completely by the right base
of the numerator are called the denominators of the transmission.
(ii) A transmission consists of splitting the numerator into a collection of parallel
strips such that all their right bases, except at most one, match the bases of the
denominators (those that are covered by the right base of the numerator). Then
one glues up the matched bases of denominators and of the new strips so as to get
longer strips. The unmatched strip, if non-trivial, is called the remainder of the
transmission.

There are three levels of luckiness that we may have. We are most lucky if the
numerator forms a circular ring, thus being the denominator at the same time. In
this case, it covers circular connected components of Γ, and the number of these
circles equals the width of the numerator. We advance the connected component
counter (which is initially set to zero) by this number and just erase the revealed
circles.

We are least lucky if the two bases of the numerator have a large overlap. More
precisely, let µ be the width of the numerator and µ1, ... , µj the widths of the de-
nominators, where the width of a denominator is listed twice if both its bases are
covered by the right base of the numerator. If the bases of the numerator overlap
and we have µ/(µ1 + ··· + µj) @ 1 then the width of the remainder will be com-
parable to that of the numerator, and the remainder will become the numerator
of the next transmission. We will need to apply at least d = [µ/(µ1 + ··· + µj)]
transmissions—with [x] denoting the integral part of x—which can be a very large
number. However, if d > 1 we can easily predict the final result of these d trans-
missions.
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Definition 2.10. We call the operation just described consisting of d trans-
missions, a d-times spiralling transmission.

See Figure 10 for an example.

Figure 10. A twice spiralling transmission.

This is where the similarity to the fast Euclidean algorithm occurs: roughly
speaking, instead of d subtractions we implement one division with remainder.

In other cases, when we are moderately lucky, the remainder is either empty
or becomes a denominator of the next transmission.

Definition 2.11. By relaxation we mean here just a replacement of strips of
lengths at least 3 by shorter ones having the same bases.

Note that for orbit counting purposes we don’t need to know the geometry of
strips. We only need to know for each strip its bases and whether they are coupled
with the same or opposite orientation. Thus, in the actual implementation of this
algorithm the relaxation operation disappears.

Example 2.12. If we start from the collection of curves shown in Figure 8,
just six transmission-relaxation steps will be needed to get a union of three circles.
One of the transmissions will be 3-times spiralling. The whole process is shown in
Figure 11.

Definition 2.13. Let Γ be as before, {s1, ... , sr} be some strip decomposition
of Γ, and µ1, ... , µr be the widths of the strips s1, ... , sr, respectively. Let µ̃ be
the width of the denominator of the forthcoming transmission whose right base is
the rightmost among all bases of the denominators. We define the AHT-complexity
cAHT(Γ, {s1, ... , sr}) to be

cAHT(Γ, {s1, ... , sr}) = r +
r∑

i=1

log2 µi −
log2 µ̃

2
.

The last term in this formula looks quite strange and has no natural expla-
nation, but it is very useful for getting good estimates for the complexity of the
algorithm.

The following lemma is one of the key ingredients of the proof of Proposition 2.3.
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Figure 11. An example of running the AHT-algorithm for counting the
number of connected components. The third transmission is 3-times spi-
ralling.
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Lemma 2.14. A non-spiralling transmission drops the AHT-complexity by at
least 1. A d-times spiralling transmission drops the AHT-complexity by at least
log2(d + 1).

The proof, which is easy, can be found in [74].

2.3. Transmission-relaxation algorithm for braids. We now recall that
our purpose is not to count the number of connected components of a strange
looking curve, but to recover a braid from a curve diagram. However, we will
do exactly the same thing as before with some more restrictions and with paying
attention to the punctures.

E

closing arcs

&

Figure 12. The base curve diagram for the transmission-relaxation algorithm

Recall that here we take for the base curve diagram E the collection of n − 1
arcs shown in Figure 12. For technical reasons we also close up every curve diagram
by adding n − 1 arcs outside the disk Dn (on the left) so as to get n − 1 closed
curves. The union of these curves will be still referred to as a curve diagram.
The curve diagrams are assumed to be tight with respect to the horizontal axis at
the beginning of the untangling process. However, during the process the curve
diagrams that appear may not be tight.

In the pictures we do not draw the border of the disk Dn whose position is ob-
vious. We also view all pictures up to a horizontal rescaling meaning a homeomor-
phism of the plane of the form (x, y) *→ (ϕ(x, y), y), where ϕ(·, y) is a monotonically
increasing function for every y. By such a homeomorphism any curve transversal to
the horizontal axis can be transformed to one consisting of semicircular arcs with
endpoints on the axis.

We now describe the transmission-relaxation method for recovering a braid
from its curve diagram. The general principles are as follows. We start with
a strip decomposition of the given curve diagram, and we apply alternatingly a
transmission and, if possible, a move consisting of a puncture slide, followed by a
relaxation, until the trivial curve diagram is reached. Any relaxation should replace
strips by isotopic ones in the punctured plane; this is why between each transmission
and the subsequent relaxation we need to perform puncture slides that allow some
strips to relax.

Definition 2.15. A base of a strip will be called an A-base if the strip ap-
proaches it from above, and a B-base otherwise. To each strip, we associate its type
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Figure 13. An example of running the transmission-relaxation algorithm.
The output word is ∆1,4 ∆−1

2,4 ∆−6
2,4 ∆−1

2,4 ∆2,3 ∆−1
2,4 ∆2,3 ∆−1

2,3 ∆1,2 ∆−1
3,4

∆−1
2,3, which is σ-positive.
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that can be either AA, AB, BA, or BB depending on the types of the bases: the
first letter indicates the type of the left base, and the second of the right one. If the
bases of the strip coincide, it can be thought of as an AB- or BA-strip, this does
not matter.

We arrange the transmission-relaxation process so as to have the following rules
hold at every step:

• no puncture is located inside an A-base of a strip (meaning in between two
points in this base) or inside the interior of a strip;

• after each relaxation all BB-strips are of length at most three and all the
other strips of length at most two.

Initially this is achieved by covering the curve diagram by the smallest possible
number of non-overlapping simple strips and then splitting some strips in the upper
half-plane as necessary in order for punctures to be outside of A-bases. For example,
shown in Figure 8 is the curve diagram of a braid, and the strip decomposition from
Figure 9 is not good as the bases of the widest strip (of width 41) contains two
punctures. This is resolved by cutting this strip into three strips of widths 5, 34,
and 2, see Figure 13.

Lemma 2.16. The initial strip decomposition of the curve diagram of a braid β
has AHT-complexity bounded from above by const · n · %∆(β) + const′ · n · log2 n.

The proof consists in showing that ‖β(E)‖ is at most log2 3 · %∆(β) + log2 n,
and that the number of strips is at most 3n, see [74].

There is a general rule that defines which punctures should be slid after a
transmission in order to comply with the above rules.

Definition 2.17. At every stage of the untangling procedure when a trans-
mission has just been performed, we call a semicircular arc α of the current curve
diagram essential if it lies in the lower half-plane and the left endpoint of α is
located in the right base of the numerator of the transmission but not in the right
base of the remainder. Any puncture between the endpoints of an essential arc is
called obstructing.

The relaxation following a transmission consists in pushing all essential arcs
across the axis to the upper half-plane. In order to do so we must first slide all
the obstructing punctures to somewhere. An example of running the transmission-
relaxation algorithm is shown in Figure 13. Note that the sequence of transmissions
is different from the on in Figure 11 since the initial strip decomposition is different,
though the initial curve system is exactly the same. Note also that each strip is
shown schematically, as a single curve with a number specifying the width. There-
fore, the relative position of punctures and the endpoints of the B-bases cannot be
always seen from the picture. However, the relative position of the punctures and
the A-bases is reflected in the pictures, which is possible as no puncture is allowed
to sit inside an A-base.

We now briefly review which puncture slides and relaxations are needed after
each transmission. We shall distinguish several cases, depending on the type of the
numerator of the transmission.

• Case AA (Figure 14). In this case BB-denominators of length 1 with both
bases participating in the transmission cannot occur. Indeed, between those bases
there must be a puncture, which contradicts the requirement that all A-bases are
free of punctures. Thus, any length one BB-denominator has one of its bases further
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Figure 14. Case of a type AA numerator.

to the left. Such a denominator gives rise to a length two AB- or BA-strip, which
does not need to be simplified.

All the other denominators are of AB type and length two, or BB type and
length three. The obstructing punctures should be slid along arcs parallel to the
denominators toward the right base of the numerator, and then along the numerator
toward the left base, see the figure. The braid corresponding to this sliding (if
there is at least one obstructing puncture) has the form ∆k+i−j+1,k∆−1

i,k∆j,k with
i < j " k—so, the word spelt out is ∆−1

j,k∆i,k∆−1
k+i−j+1,k—where we put ∆j,k = 1

if j = k.
We make, however, an exception to this rule if the left endpoint of the left base

of the numerator is outside of the disk Dn, and some punctures would be also slid
outside if we followed the rule. In this case, we slide each of those punctures once
to the right along an arc in the upper half-plane (there will be just one option for
that), each time spelling out a braid of the form ∆i+1,j∆−1

i,j , and after that apply
the usual rule to the remaining obstructing punctures. One can show that each
puncture can participate in an exceptional sliding at most once during the whole
process, because such a sliding delivers the puncture to the final destination. So,
these slidings will contribute at most 2n to the ∆-length of the output, which is
dominated by 2 ·n · %∆(w). For an example of an exceptional slide, see the last two
transformations in Figure 13.

• Case BB, length 1. No relaxation is needed at this point, since every strip
that is created during the transmission is of AB type and length two, or of BB type
and length 3.

• Case BB, length 3 (Figure 15). The obstructing punctures may be inside the
right base of the numerator and on the immediate right of that base. They are slid
twice along the numerator to the right. If the set of obstructing punctures is not
empty, the corresponding braid has the form ∆i,k∆−1

j+1,k∆−1
i,j with i " j < k.

• Case AB, non-spiralling (Figure 16). The obstructing punctures, which are
inside and on the immediate right of the B-base of the numerator, are slid twice
along the numerator. The braid has the form ∆k+i−j+1,k∆−1

i,k∆−1
j,k with i < j " k.
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Figure 15. Case of a type BB numerator of length 3. The numerator is
the fat band visible in the top picture. Saying that it is of length 3 means
that cutting it along its intersections with the axis decomposes it into three
connected components.

Figure 16. Case of a type AB numerator, non-spiralling.

• Case BA, non-spiralling (Figure 17). All the denominators are of BB-type.
Those of length one must have the other base further to the left. After the transmis-
sion, they give rise to BB-strips of length three, which don’t need to be relaxed for
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the moment. The denominators of length three give rise to strips of length five or
seven. The obstructing punctures are first slid along arcs parallel to essential ones,
and then once along the numerator. The corresponding braid has the form ∆2

i,j

with i " j.

Figure 17. Case of a type BA numerator, non-spiralling.

• Cases AB and BA, d-spiralling. We simply apply ∆2d
i,j in the BA-case and

∆−2d
i,j in the AB-case, where the half-twist ∆i,j involves the punctures inside the

spiral. Note that in the BA-spiralling case all the denominators are of type BB and
of length three. After the relaxation, the strips they give rise to are also of length
three.

It is immediately seen that, with one exception, the word spelt out at each
step has ∆-length bounded above by a linear factor of the amount by which the
AHT-complexity decreases and that the exceptions contribute to the ∆-length of
the output word w′ an amount that can be taken care of by choosing an appro-
priate constant in (2.3). Combining this with Lemma 2.16 we get an upper bound
for %∆(w′) of the following form

const1 · n · %∆(β) + const2 · n · log2 n,

which has the extra term const2 ·n · log2 n compared to the right hand side of (2.3).
However, this term is obviously dominated by the other one for long enough braids.
For short braids, namely, with ∆-length smaller than log2 n one can show that
%∆(w′) is bounded from above by

const · log2 n · (%∆(w) + log2 n),(2.4)
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which is also dominated by const · n · %∆(β) under an appropriate choice of the
constant. One does so by observing that such a short braid, being presented geo-
metrically, consists of at most 2 log2 n + 1 groups of strands in each of which the
strands do not tangle, but go in parallel and may get twisted all together. Leaving
in each group just two strands (if there are at least two present) gives a braid β′ for
which the untangling procedure will go in parallel with that for β. In particular,
the ∆-length of the output word will be the same. But β′ has at most 4 log2 n + 2
strands, which implies (2.4). Thus, we can omit the n log2 n term in all the cases.

It still remains to establish the connection to the σ-ordering.
The algorithm described above has the same connection to σ-ordering as Bres-

saud’s Tetris algorithm does, i.e., the transmission-relaxation algorithm produces
σ-positive representatives for σ-positive braids, but not necessarily σ-negative rep-
resentatives for σ-negative braids.

Definition 2.18. For a braid β, the transmission-relaxation normal form of β,
denoted NF

+
t.r.(β), is defined to be the word spelt out by the original algorithm given

the curve diagram of β as the input. Symmetrically, we denote by NF
−
t.r.(β) the word

spelt out by the algorithm that is defined in the same way with the roles of the
upper and lower half-planes exchanged, i.e., (NF

+
t.r.(β+))+.

Proposition 2.19. For every braid β, either NF
+
t.r.(β) is a σ-positive word, or

NF
−
t.r.(β) is a σ-negative word.

Proof. We mention here only the idea of the proof. Let Γ be the curve diagram
of β, and let Pk be the first puncture such that the number of arcs in Γ passing
over Pi is not equal to the number of arcs passing under Pi. If the number of arcs
over Pk is larger then we claim that the diagram Γ is σi-positive, and otherwise
σi-negative. The sliding and relaxation rules have been designed so as not to turn
a σi-positive curve diagram into a σi-negative one. So, once a σi-positive diagram
is given, it remains σi-positive during the whole untangling process. By revising
then all cases of the algorithm step, one finds out that the words spelt out are
always σi-positive. So, if the initial diagram is σi-positive, then the word NF

+
t.r.(β)

is σi-positive. Otherwise, the same argument about the symmetric algorithm shows
that NF

−
t.r.(β) is σi-negative.

This also concludes the proof of Proposition 2.3.



CHAPTER XII

Triangulations

In this chapter we appeal to a technique that is frequently employed for studying
mapping class groups and various geometric structures on surfaces—hyperbolic
metrics, foliations, etc.—namely using triangulations. A triangulation of a surface
plays a role similar to that of a basis in a vector space. In particular, there is a
natural way to associate with every triangulation a coordinate system on the set
of topological objects of a certain type. For instance, the isotopy class of a simple
closed curve disjoint from the vertices of a triangulation can be uniquely determined
from the knowledge of its intersection numbers with the edges of the triangulation,
provided that the curve is tight with respect to the triangulation.

There is a natural operation on triangulations, called a flip, which is an analogue
of an elementary transformation of a matrix in linear algebra. Any two triangula-
tions having the same set of vertices can be obtained from each other by finitely
many flips. This allows one to express geometrical ideas from the previous two
chapters in purely combinatorial terms and to construct algorithms for detecting
the order in braid groups and, more generally, in mapping class groups.

We describe here two approaches, both using triangulations. The first one
is based on the notion of an integral lamination, which is a finite collection of
closed curves satisfying certain conditions. It was originally developed by one of us
(I.D.) [73] to detect braid triviality efficiently. Stepan Orevkov suggested that the
action of braids on laminations should give a simple method for comparing braids
with respect to the σ-ordering. These ideas result in a very efficient comparison
algorithm, and provide a very short proof of Property A that can be given without
any reference to the geometric origin of the approach. A nice feature is that the
running time of the algorithm deduced from this approach does not depend on the
number of strands when the algorithm is implemented on a random access machine.

The second approach is based on the Mosher normal form of a braid. It relies on
letting braids—viewed as homeomorphisms—act on a triangulation and choosing a
distinguished sequence of flips that connect a fixed base triangulation to its image.
It leads to an automatic ordering of the braid group, i.e., a description by means
of a finite state automaton.

The chapter is organized as follows. The lamination approach leads to com-
putational formulas that are easy both to state and to use independently of the
underlying theory. For the convenience of the reader, these formulas and some of
their applications and corollaries are stated in Section 1. In Section 2, we introduce
the framework of singular triangulations and integral laminations and use it to mo-
tivate and to prove easily the complicated-looking formulas of Section 1. Finally,
in Section 3, we describe the Mosher normal form of braids, which requires more
delicate arguments.

211
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1. The coordinates of a braid

The approach described below leads to attributing to every n-strand braid
a sequence of 2n integers that can be viewed as a sequence of coordinates. In
particular, this sequence specifies the braid unambiguously. In this section, we
describe this system of coordinates and deduce various applications, in particular
in terms of Property A and the braid ordering. The explanation for the formulas,
which may look strange at first, will be given subsequently, in Section 2.

1.1. Curious formulas. Our coordinate system stems from defining an action
of the braid group Bn on the set Z2n. A curious feature of this system is that it is
reminiscent of tropical algebra, involving the operations + and max, rather than the
usual × and + of most algebraic systems. This property, which will become quite
natural in Section 2, is important in practice, as it ensures a low space complexity.

In the sequel, for x in Z, we write x+ for max(0, x), and x− for min(x, 0).

Definition 1.1. First, we introduce two functions F+, F− of Z4 to Z4 by
F+ = (F+

1 , ... , F+
4 ), F− = (F−

1 , ... , F−
4 ) with

F+
1 (x1, y1, x2, y2) = x1 + y+

1 + (y+
2 − z1)+,

F+
2 (x1, y1, x2, y2) = y2 − z+

1 ,

F+
3 (x1, y1, x2, y2) = x2 + y−

2 + (y−
1 + z1)−,

F+
4 (x1, y1, x2, y2) = y1 + z+

1 ,

F−
1 (x1, y1, x2, y2) = x1 − y+

1 − (y+
2 + z2)+,

F−
2 (x1, y1, x2, y2) = y2 + z−2 ,

F−
3 (x1, y1, x2, y2) = x2 − y−

2 − (y−
1 − z2)−,

F−
4 (x1, y1, x2, y2) = y1 − z−2 ,

(1.1)

where we put z1 = x1 − y−
1 − x2 + y+

2 and z2 = x1 + y−
1 − x2 − y+

2 .
Then, we define a left action of n-strand braid words on Z2n by

σe
i • (a1, b1, ... , an, bn) = (a′

1, b
′
1, ... , a

′
n, b′n)(1.2)

with a′
k = ak and b′k = bk for k 0= i, i + 1, and

(a′
i, b

′
i, a

′
i+1, b

′
i+1) =

{
F+(ai, bi, ai+1, bi+1) for e = +1,

F−(ai, bi, ai+1, bi+1) for e = −1.

Finally, we define the coordinates of an n-strand braid word w to be the sequence
w • (0, 1, 0, 1, ... , 0, 1).

So, the coordinates of w are computed by the recursive rule

w • (a1, b1, ... , an, bn) =

{
(a1, b1, ... , an, bn) for w = ε,

σe
i • (w′ • (a1, b1, ... , an, bn)) for w = σe

i w
′.

Example 1.2. The reader may check that the coordinates of the 3-strand braid
words σ1, σ−1

2 σ1, and σ1σ2σ1 are the sequences (1, 0, 0, 2, 0, 1), (1, 0,−2, 0, 0, 3), and
(2, 0, 1, 0, 0, 3), respectively.

Of course, we are interested in getting coordinates for braids, and not only for
braid words. So the first result is quite natural.
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Proposition 1.3. The coordinates of an n-strand braid word w only depend
on the braid it represents: if w, w′ are equivalent n-strand braid words, then they
have the same coordinates.

Proof. It will be seen in Section 2 that the coordinates of a braid word w
have a simple interpretation in terms of the braid represented by w—actually of
the homeomorphism of a punctured disk associated with the latter—which will
make the result clear.

A direct elementary verification is also possible. Owing to the presentation
of Bn, it suffices to show, for every sequence (a1, b1, ... , an, bn) in Z2n, the equalities

σiσj • (a1, b1, ... , an, bn) = σjσi • (a1, b1, ... , an, bn) for |i− j| ! 2,(1.3)

σiσjσi • (a1, b1, ... , an, bn) = σjσiσj • (a1, b1, ... , an, bn) for |i− j| = 1,(1.4)

σiσ
−1
i

• (a1, b1, ... , an, bn) = σ−1
i σi • (a1, b1, ... , an, bn) = (a1, b1, ... , an, bn).(1.5)

Relation (1.3) is trivial as, for |i − j| ! 2, the actions of σi and σj involve disjoint
blocks of coordinates. As for (1.4), it is enough to check it for B3 with i = 1 and
j = 2, i.e., to prove

σ1σ2σ1 • (a1, b1, a2, b2, a3, b3) = σ2σ1σ2 • (a1, b1, a2, b2, a3, b3),(1.6)

and similarly, for (1.5), it is enough to check the equalities

σ1σ
−1
1 • (a1, b1, a2, b2) = σ−1

1 σ1 • (a1, b1, a2, b2) = (a1, b1, a2, b2).(1.7)

Relations (1.6) and (1.7) can be checked by a direct computation. However, since
computing in (N,+,−,max, 0) is not so usual, we outline an alternative method
for checking these equalities: we observe that the structures (N,+,−, max, 0) and
(Q,×, /,+, 1) share many algebraic properties. So, we can translate (1.6) and (1.7)
in the language of (Q,×, /,+, 1), i.e., we replace + by ×, max by +, etc. For
instance, x+ becomes 1 + x, while x− becomes x/(1 + x). Then it suffices to
establish the counterparts of (1.6) and (1.7) in (Q,×, /,+, 1), and to verify that all
computation rules we use remain valid in both structures—essentially, that we do
not use the cancellativity of + in Q. The details are tedious but easy.

By Proposition 1.3, we have obtained a well-defined action of Bn on Z2n for
each n, and it is natural to introduce the notion of coordinates for a braid.

Definition 1.4. For each n-strand braid β, the coordinates of β are defined
to be the coordinates of any n-strand braid word that represents β.

Remark 1.5. It is worth noting that the relation (1.6) means that the function
F+ satisfies the set-theoretical version of the so-called Yang–Baxter equation:

(F+ × idZ2)(idZ2 × F+)(F+ × idZ2) = (idZ2 × F+)(F+ × idZ2)(idZ2 × F+).

Remark 1.6. It can also be noted that the action of σ−1
i can be deduced from

that of σi directly. Indeed, for each sequence x in Z2n, we have

σ−1
i

• x = (σi • x#)#,(1.8)

where, for x = (a1, b1, ... , an, bn), we define x# = (−a1, b1, ... ,−an, bn). So, in
order to compute the coordinates of a braid, we can use (1.8) instead of the func-
tion F− of Definition 1.1.
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1.2. A proof of Property A. One of the main interests of the braid coordi-
nates defined above is that they lead to an extremely easy proof of Property A—
i.e., of the fact that a σ-positive braid is never trivial. We shall also deduce a new
characterization of braids bigger than 1 with respect to the σ-ordering.

Proposition 1.7. Assume that β is a σi-positive braid. Let (a1, b1, ... , an, bn)
be the coordinates of β. Then we have ai > 0, and aj = 0 for j < i.

Proof. It is clear from Formulas (1.2) that applying a σi-free braid (i.e., we
recall, one that can be expressed by a braid word that contains no letter σ±1

j with
j " i) leaves the coordinates aj and bj unchanged for j < i. Once σi is applied, the
coordinate ai becomes positive, since it is replaced with an expression of the form

ai + (bi + c+)+ = 0 + (1 + c+)+ ! 1.

It is also clear from (1.2) that ai cannot decrease if we apply a further σi-positive
or σi-free braid word.

Corollary 1.8 (Property A). A σ-positive braid is not trivial.

We thus obtain one more equivalent definition of the σ-ordering of braids.

Proposition 1.9. For β, β′ in Bn, the relation β < β′ is true if and only if
the first nonzero coordinate of β−1β′ of odd index is positive.

For instance, we saw that the coordinates of σ−1
2 σ1 are (1, 0,−2, 0, 0, 3): the

first nonzero coordinate of odd index is the first entry, which is 1, so σ−1
2 σ1 is larger

than 1—as could be expected!
On the other hand, provided we take Property C for granted, we obtain a

solution to the word problem of the braid group—i.e., to the braid isotopy problem.

Proposition 1.10. A braid is unambiguously determined by its coordinates.

Proof. Assume that β, β′ are distinct braids. Then, by Property C, the
braid β−1β′ is σ-positive or σ-negative. In either case, Proposition 1.7 implies that
its coordinates are not those of the trivial braid. This means that the action of β−1

on the coordinates of β′ does not yield the coordinates of the trivial braid, hence
that the coordinates of β are not the coordinates of β′.

1.3. Complexity issues. By Proposition 1.10, in order to recognize whether
a braid word represents 1 in the braid group, or even whether it represents a braid
larger than 1 in the σ-ordering, it suffices to compute its coordinates. The remark-
able point is that, because braid coordinates involve the semiring (Z, max,+, 0)
only, they give rise to a very efficient algorithm—much more efficient than a coun-
terpart involving the ring (Q,+,×, 1). In particular, in terms of space complexity,
we have the following obvious upper bound.

Proposition 1.11. For w a braid word of length %, the size—number of digits
in the binary expansion—of each coordinate of the braid w represented by w is at
most 4% + 1.

Proof. When σi acts on a sequence of integers, the size of each entry increases
by at most 4, because it involves at most 4 additions, each of which increases the
number of digits in the binary expansion by at most 1, and the max operation,
which does not increase the size.
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A better estimation can be given in terms of a variation of the ∆-length intro-
duced in Section XI.2. Recall that by ∆ij we denote Garside-like half-twist braids
involving strands numbered i through j, see (XI.2.1).

Definition 1.12. For each braid word w, we put

%′∆(w) =
m∑

r=1

(log2 |dr| + log2(jr − ir) + 1),(1.9)

where w = ∆d1
i1,j1

...∆dm
im,jm

is the shortest decomposition of w as a product of ∆i,j

factors. For a braid β, we define %′∆(β) to be the minimal value of %′∆(w) for w
representing β.

The parameter %′∆(w) is closely connected with the ∆-length %∆(w) as defined
in Definition XI.2.1: the only change is that, here, we take into account the width of
the ∆-factors in addition to their exponents. Writing %(w) for the length of w, i.e.,
the number of letters σ±1

i , we clearly have %′∆(w) " %(w) for every braid word w.
But, as in the case of %∆(w), there exist words w for which %′∆(w) is much smaller
than %(w).

For a sequence x in Z2n, we denote maxj |xj | by ‖x‖.

Proposition 1.13. For every braid β in Bn, we have

log2 ‖β • (0, 1, ... , 0, 1)‖ " 2%′∆(β).(1.10)

Moreover, if the braid β is given as a braid word w, then β • (0, 1, ... , 0, 1) can
be computed algorithmically using C · %′∆(w) · %(w) operations on a random access
machine, where C is a constant that does not depend on the number of strands n.
In particular, the relative order of β and 1 can be detected in O(%′∆(w) · %(w)) time.

Proof. Anticipating the methods of Section 2, it is not difficult to estab-
lish (1.10) by considering the geometrical picture of applying a Garside-like element
to a lamination. The other two assertions follow immediately.

Remark 1.14. The asymptotic estimation given in Proposition 1.13 for the
running time of the algorithm computing β • (0, 1, ... , 0, 1) is sharp in the sense
that, for certain class of braid words, for instance those representing the powers of
a pseudo-Anosov braid, the number of arithmetical operations needed to compute
w • (0, 1, ... , 0, 1) by using Formulas (1.2) will be bounded from below by C ′ · %(w)2,
where C ′ > 0 is some constant. For instance, in the case of a pseudo-Anosov
braid β, it is known that the coordinates of βk • (0, 1, ... , 0, 1) grow exponentially
in k. An example of such a braid is σ1σ

−1
2 .

2. Triangulations and laminations

At first, the formulas (1.1) come out of the blue and seem quite mysterious.
Actually, there is no miracle here, but only a tricky use of the simple formula

x + x′ = max(x1 + x3, x2 + x4)(2.1)

that compares the number of intersections of a normal curve system with two trian-
gulations obtained one from the other by switching one diagonal in a quadrilateral.
This is what we shall explain in this section. The framework consists of considering
an n-strand braid as the isotopy class of a homeomorphism of a disk with n punc-
tures. Then we let braids act on a particular collection of closed curves called an
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integral lamination, and count the intersections with a fixed triangulation. Apply-
ing (2.1) repeatedly leads to the curious formulas (1.1).

It can be observed that the geometrical ideas we use here essentially are the
same as those used in Chapters X and XI for detecting the order of braids: in both
cases, we look at the action of braids on particular curves in a punctured disk. The
starting curve system that we use here is almost exactly the same as the one we use
in Section XI.2: just one component, which is not changed by the action, is added
for symmetry. Let us mention that a method similar to the one we use here was
also developed by A. Malyutin in [145].

2.1. Singular triangulations. A standard tool for studying a surface S con-
sists in using triangulations, i.e., in decomposing S as the union of finitely many
triangles, called faces, whose pairwise intersections consist of one common edge, or
one common vertex, or is empty. For instance, the sphere S2 can be triangulated
by 4 triangles, reflecting the fact that S2 is homeomorphic to the boundary of a
tetrahedron.

In the sequel, the only surface we consider is the sphere S2. This sphere
is supposed to carry a piecewise-linear structure and an orientation. All self-
homeomorphisms of S2 considered in this chapter are assumed to preserve the
orientation and to be piecewise linear—however, in the figures, we will draw vari-
ous curves as if they were smooth. We often consider a finite set P included in S2,
and then call the points of P punctures.

We make use of triangulations of an extended type, in which some triangles
may be degenerate in that two vertices or two edges may coincide.

Definition 2.1. A singular triangulation of the sphere S2 with vertex set P
is a set T of simple proper arcs, called edges, such that

• the endpoints of every edge in T belong to P,
• the edges in T do not intersect each other except at the ends,
• the edges in T cut the sphere into triangles.

The latter condition means that each connected component of S2 \
⋃

e∈T e can
be represented as the homeomorphic image of an open two-dimensional simplex Σ
under a mapping that can be continuously extended to the boundary ∂Σ and after
that sends each side of the simplex onto an edge in T . (We allow different edges
of Σ to map to the same edge in T .) These triangles will be referred to as faces of
the singular triangulation.

Figure 1. Singular triangulations: some faces may be degenerate trian-
gles in which two vertices coincide, as in the examples above; the latter
cannot appear in an ordinary triangulation.
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Note that the set of edges of any triangulation of S2 with vertex set P forms a
singular triangulation, but not all singular triangulations are of this type: singular
triangulations strictly generalize ordinary triangulations, see Figure 1.

For the subsequent investigation of the n-strand braid group Bn, which corre-
sponds to the homeomorphisms of a disk S2 with n punctures, it will be useful to
choose a realization of the sphere with n + 3 punctures, and to fix some notation.

Notation 2.2. (Figure 2) We identify the sphere S2 with the real plane R2

completed with a point at infinity P∞. Then, for n ! 2, we define S2
n+3 to be S2

with n+3 punctures, namely the points Pi = (i, 0) for 0 " i " n+1, plus the point
at infinity P∞. Finally, we denote by T∗ the distinguished triangulation of S2 with
vertex set {Pi}i=0,...,n+1,∞ displayed in the figure.

. . .

P∞
↖

e0 e3n+2

e1 e2

e3

e4 e5

e6

e3n−1

e3n

e3n+1

P0 P1 P2 Pn Pn+1

Figure 2. Realization of the punctured sphere S2
n+3, and of its distin-

guished triangulation T∗: it consists of 3n + 3 edges, namely n + 1 vertical
lines, 2n vertical half-lines, and 2 horizontal half-lines; observe that T∗ is
singular as, for instance, its leftmost face consists of a degenerate trian-
gle where P∞ is a double vertex with e0 as a double-edge, similar to the
innermost face in the right example in Figure 1.

In the sequel, we refer to a singular triangulation of S2 with vertex set
{P0, P1, ... , Pn+1, P∞} simply as a (singular) triangulation of S2

n+3.
As the Euler characteristic of the sphere S2 is two, there are 3p − 6 edges in

a singular triangulation T of S2 with vertex set of size p. Hence, with our current
notation, there are 3n + 3 edges in a singular triangulation of S2

n+3.

Remark 2.3. In the literature, the most frequently used name for singular
triangulations is ideal triangulations, the term emanating from hyperbolic geometry
where the edges of a triangulation are geodesic paths.

Also, the triangulation technique considered in this chapter can be equally
well developed for an arbitrary compact surface with or without boundary and not
necessarily oriented.

2.2. Flips. When two triangulations T, T ′ admit the same vertex set, one can
transform T into T ′ using a chain of elementary transformations called flips.

Assume that T is a singular triangulation and e is an edge of T that separates
two faces F1, F2 of T . Then the union of F1 and F2 can be cut into two triangles
in a different way as shown in Figure 3. By replacing the edge e with the edge e′

we obtain another singular triangulation T ′.

Definition 2.4. In the situation above, we shall say that the singular trian-
gulation T ′ is obtained from T by flipping the edge e.
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e e′

e1 e1

e2 e2e3 e3

e4 e4

F1 F2 $

Figure 3. Flipping the edge e in a (singular) triangulation

The four vertices involved in a flip, i.e., the vertices of the faces F1 and F2 in
the definition above may or may not be distinct. For instance, the two singular
triangulations shown in Figure 1 can be obtained from each other by a flip.

The importance of flips is due to the following well known property.

Proposition 2.5. Any two singular triangulations T and T ′ with the same
vertex set can be obtained from each other by finitely many flips.

We shall prove this result in Section 3 by providing an algorithm that constructs
a distinguished sequence of flips, called the combing sequence, transforming one
triangulation into another. The finiteness of the length of the combing sequence
will be established in Proposition 3.13, immediately implying Proposition 2.5.

Actually, Proposition 2.5 is not needed to establish the results of Section 1:
what will be used is an explicit flip decomposition for a certain transformation
between two specific triangulations, which corresponds to checking Proposition 2.5
in a (very) special case. However, although not directly necessary, Proposition 2.5
gives both the motivation and the explanation for the sequel.

2.3. Normal curves. The second ingredient in the current approach is the
notion of a curve normal with respect to a (singular) triangulation. The general
type of curves we are considering is as follows.

Definition 2.6. For S a two-dimensional surface, a reduced curve system on S
is defined to be a compact one-dimensional submanifold of S without boundary of
which no connected component is isotopic to zero, i.e., bounds a disk.

Notice that the curves that we shall use are not assumed to be oriented and
that they may surround a single puncture. Since a curve system as above may have
several connected components, it might better be seen as a finite family of closed
curves drawn on the considered surface, here the punctured sphere S2

n+3. When
some singular triangulation T is fixed, we shall have to make sure that the curves
behave properly with respect to the triangulation.

Definition 2.7. Assume that T is a singular triangulation of the sphere S2

with vertex set P. We say that a reduced curve system Γ included in S2 \ P is
normal with respect to T if

• Γ intersects any edge of T transversely;
• among the connected components of S2 \ (Γ∪

⋃
e∈T e), there is no disk whose

boundary consists of two arcs one of which is a part of Γ and the other is a part of
an edge of T .

By using the pulling tight process for reduced curves described for curve dia-
grams in Chapter X, one can prove the following two results.
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Proposition 2.8. Let T be a singular triangulation of S2 with vertex set P.
(i) For every reduced curve system Γ included in S2 \ P, there exists a curve sys-
tem Γ′ isotopic to Γ and which is normal with respect to T .
(ii) If Γ1 and Γ2 are two reduced curve systems on S2 \ P that are normal with
respect to a singular triangulation T , then Γ1 and Γ2 are isotopic if and only if, for
every edge e of T , we have #(Γ1 ∩ e) = #(Γ2 ∩ e).

In other words, the isotopy class of a reduced curve system Γ drawn on S2 \ P
is uniquely determined by the family formed by the number of intersections of Γ
with the edges of any fixed singular triangulation with vertex set P. The main idea
in the sequel will be to use such intersection numbers as coordinates for the curve
system Γ.

Then, the key point is to be able to control the way these coordinates change
when the reference triangulation is changed—but not the vertex set. Owing to
Proposition 2.5, it is enough to consider the case of a flip. As only one edge is
changed, the problem is to compute the number of intersections with the edge, and
this is what the next result does.

Lemma 2.9. Assume that T is a singular triangulation of S2 with vertex set P
and Γ is a curve system on S2 \ P that is normal with respect to T . Assume that
e is an edge of T that separates two triangles (e1, e2, e) and (e, e3, e4) as shown in
Figure 3. Then, one can always flip the edge e so as to obtain a new triangulation T ′

such that the curve system Γ remains normal with respect to T ′. Moreover, if e′ is
the new edge in T ′, we have

x + x′ = max(x1 + x3, x2 + x4),(2.2)

where we put x = #(Γ ∩ e), x′ = #(Γ ∩ e′), and xk = #(Γ ∩ ek) for k = 1, 2, 3, 4.

The idea of the proof of Formula (2.2) is as follows: both sides of the equation
count the number of arcs in the intersection of Γ with the square whose edges are
e1, e2, e3, e4, except that arcs that connect opposite sides of the square are counted
twice. The details are left to the reader. An example is shown in Figure 4.

x1

x2 x3

x4

x

x1

x2 x3

x4

x′

Figure 4. Action of a flip on intersections of a triangulation with a normal
curve system: we count how many curves intersect each edge, and compare
the numbers when the diagonal is flipped; the connection between the new
numbers and the old numbers is given by (2.1); in the current case, we have
x1 = 4, x2 = 5, x3 = 2, x4 = 4, x = 3, x′ = 5, and (2.1) corresponds to
the equality 3 + 5 = max(4 + 2, 5 + 3); the hypothesis that the curves are
normal means that they are tangent to no edge of the triangulation, and
they form no digon with them.
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2.4. Laminations and their coordinates. We are ready to introduce our
last ingredient, which is the notion of an integral lamination of a punctured sphere.
The simple idea is that a lamination is just a reduced curve system drawn on the
punctured sphere. Actually, one must always be able to deform the curve systems
so as to make them normal with respect to a given triangulation and, therefore, we
are led to define a lamination not as a curve system but, rather, as the isotopy class
of such a system. We recall from Notation 2.2 that S2

n+3 denotes the sphere S2

with the n + 3 punctures P0, ... , Pn+1, P∞ of Figure 2.

Definition 2.10. A connected component of a reduced curve system on S2
n+3

is said to be trivial if it bounds a disk on S2
n+3 with exactly one puncture inside.

An integral lamination on the punctured sphere S2
n+3 is defined to be the isotopy

class of a reduced curve system on S2
n+3 having no trivial component; each element

of the isotopy class is then called a representative of the lamination. We denote
by Ln the set of all integral laminations on the punctured sphere S2

n+3.

For instance, a typical lamination in Ln is the lamination L∗ consisting of
n nested ellipses, as represented in Figure 5.

Assume that L is a lamination in Ln and T is a triangulation of S2
n+3. By

Proposition 2.8(i), we can find a curve system representing L that is normal with
respect to T . Then we can count the intersections of a representative of L with the
edges of T . By Proposition 2.8(ii), the numbers so obtained do not depend on the
choice of the curve system representing L.

Definition 2.11. Assume that T is a triangulation of S2
n+3. Let (e0, ... , e3n+2)

be a fixed enumeration of the edges of T . For each lamination L in Ln and for each k
in {0, ... , 3n + 2}, the number #(L ∩ ek) is called the kth T -coordinate of L.

Example 2.12. Let T∗ be the triangulation of S2
n+3 introduced in Defini-

tion 2.2, and let L∗ be the lamination drawn in Figure 5. Then, relative to the
enumeration of edges displayed in Figure 2, the T∗-coordinates of the lamination L∗
are

(n, 2n, n, n, 2n− 2, n− 1, n− 1, 2n− 4, ... , 2, 1, 1, 0, 0).(2.3)

P0 P1 P2 P3 . . . Pn−1 Pn Pn+1

P∞ ↑

L∗

D

..

Figure 5. The lamination L∗ of Ln and the disk D in our standard
realization of the punctured sphere S2

n+3.

Then, Proposition 2.8 implies
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Proposition 2.13. Let T be any fixed triangulation of S2
n+3. Then every lam-

ination in Ln is determined by its T -coordinates.

We shall not prove the proposition here, as it is not needed for the sequel. Only
a special case will be useful, and it will actually be an immediate consequence of
the subsequent results.

2.5. Action of braids on integral laminations. Homeomorphisms of the
sphere S2 act on curves drawn on S2, and, therefore, on curve systems and on
triangulations as well. In this section, we explain how to deduce an action of n-
strand braids on the space of laminations Ln.

Assume that ϕ is a homeomorphism of S2
n+3 onto itself that globally preserves

the punctures. Then ϕ induces a bijection of Ln onto itself: if Γ is a curve system
representing L, then the isotopy class of ϕ(Γ) depends on the isotopy class of Γ
only, i.e., on L, and we can define the image of L under ϕ to be this class. Thus,
we get an action of the mapping class group of S2

n+3 on Ln.
By Proposition I.3.3, there exists an isomorphism of the braid group Bn with

the mapping class group of the disk with n punctures. We fix one such isomorphism
as follows. Keeping the framework of Definition 2.2, we choose D to be a disk in
the plane R2 covering the points P1, ... , Pn, but neither P0 nor Pn+1—see Figure 5.

Each homeomorphism of the disk D that leaves ∂D pointwise fixed can be
extended to a homeomorphism of the the whole plane by using the identity map
on the complement to the disk D. In this way, we obtain a homomorphism

ι : Bn →MCG(S2
n+3).(2.4)

This homomorphism is, in fact, an injection: this will be proved later. In this way,
we obtain a well-defined action of braids on laminations of S2

n+3.

Definition 2.14. (Figure 6) For each n-strand braid β and each lamination L
in Ln, we define β(L) to be the lamination ι(β)(L).

ι(σ−1
2 σ1)→

L∗ σ−1
2 σ1(L∗)

D D

Figure 6. Action of the braid σ−1
2 σ1 on the lamination L∗ of S2

3+3; inside
the disk D, a positive half-twist exchanging P1 and P2, then a negative
half-twist exchanging P2 and P3 have been performed; outside the disk, the
action is trivial.

In Section 2.4, we attributed coordinates to every lamination that specify it
unambiguously. More precisely, for each fixed triangulation T of S2

n+3, we we
associated to every lamination L of Ln a sequence of T -coordinates of L belonging
to N3n+3. It is therefore natural to introduce:



222 XII. TRIANGULATIONS

Definition 2.15. (Figure 7) For each n-strand braid β, the sequence of unre-
duced coordinates of β is defined to be the sequence of T∗-coordinates of the lami-
nation β(L∗) in S2

n+3.

ι(σ−1
2 σ1)→

L∗ σ−1
2 σ1(L∗)

T∗ T∗

3 0 3 0

6 3 4 2 2 1 0

3 2 1

6 2 6 5 6 3 0

4 1 3

Figure 7. Unreduced coordinates of the braid σ−1
2 σ1: we let σ−1

2 σ1

act on the base lamination L∗, and take the T∗-coordinates of the lam-
ination σ−1

2 σ1(L∗) so obtained; here, we read the length 12 sequence
(3, 6, 4, 2, 6, 0, 4, 6, 3, 3, 0, 0)—we follow the edge enumeration order of Fig-
ure 2.

The name “unreduced coordinates” is chosen because we shall eventually derive
another shorter sequence of coordinates. Also, we use “coordinates” but, so far, we
did not yet prove that these numbers determine the braid unambiguously: for this
to be true, it would be sufficient that Proposition 2.13 be true and the morphism ι
of (2.4) be injective, but these two results have not yet been established.

We shall return to this below, but, for the moment, our first task will be to
compute the coordinates of a braid. This amounts to solving:

Question 2.16. Let T be a fixed singular triangulation of S2
n+3. Assume that β

is an n-strand braid and L is a lamination in Ln. Can we compute the T -coordinates
of β(L) in terms of β and of the T -coordinates of L?

We shall see that the answer is beautifully simple.
Firstly, as every braid is a product of σi’s and σ−1

i ’s, it is clear that, for an
induction, it is enough to answer Question 2.16 when β is an elementary braid σ±1

i .
Then, the key observation is that applying the braid β to the lamination L

and keeping the reference triangulation T fixed is equivalent to keeping L fixed
and applying the inverse braid β−1 to T . By this, we mean that we apply the
homeomorphism associated with β−1 to the edges of T . We shall naturally denote
by β−1(T ) the new triangulation so obtained—and, more generally, denote by ϕ(T )
the image of T under any homeomorphism ϕ of S2

n+3.

Lemma 2.17. Let T be a triangulation of S2
n+3 and L be a lamination of Ln.

Then, for each homeomorphism ϕ of S2 that preserves the punctures of S2
n+3, the

T -coordinates of ϕ(L) coincide with the ϕ−1(T )-coordinates of L.

The result is clear: for each edge e of T and for each curve system Γ represent-
ing L and normal with respect to T , we have #(ϕ(Γ) ∩ ϕ(e)) = #(Γ ∩ e).

In particular, using the embedding of Bn into MCG(S2
n+3), we obtain that,

for each β in Bn and under the same hypotheses, the T∗-coordinates of σ±1
i (L)

are the σ∓1
i (T∗)-coordinates of L. Thus, in order to answer Question 2.16, it is
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enough to be able to compute the σ±1
i (T∗)-coordinates of a lamination L from the

T∗-coordinates of L—i.e., we need a formula for a change of basis of the previous
specific type.

Now, by Lemma 2.9, we know how coordinates change under one flip transfor-
mation. So the strategy is clear: we shall decompose the transformation of T∗ to
σ∓1
i (T∗) into a sequence of flips—we know already from Proposition 2.5 that this

is possible, but in fact in the current case this is especially easy. Then, we use
the formulas of Lemma 2.9 repeatedly so as to express the σ∓1

i (T∗)-coordinates in
terms of the T∗-coordinates.

Lemma 2.18. The action of the braid σ−1
i on the triangulation T∗ of Figure 2

decomposes into the sequence of four flips shown in Figure 8.

The graphical argument is entirely contained in the picture.

Pi Pi+1 Pi Pi+1 Pi Pi+1

Pi

Pi+1

Pi

Pi+1

x3i−2 x3i−1 x3i+1 x3i+2 x3i+4

x3i x3i+3

x3i−2 x3i−1 x3i+2 x3i+4

x3i x3i+3

x

x3i−2

x′
3i−1

x3i−1 x3i+2 x3i+4

x3i+3

x

x3i−2

x′
3i−1 x3i−1

x3i+4

x3i+3 x′
3i+3

x

x3i−2

x′
3i−1

x′
3i+1

x3i−1 x3i+4

x3i+3 x′
3i+3

Figure 8. Decomposition of the action of the braid σ−1
i on the trian-

gulation T∗ into a sequence of four flips: all flips occur in a degenerate
quadrilateral with vertices Pi, Pi+1 and P∞ repeated twice; first, one flips
the edge P∞P∞, then PiP∞, then Pi+1P∞, and, finally, PiPi+1.

Using the above scheme, we deduce:

Lemma 2.19. Assume that (x0, ... , x3n+2) are the T∗-coordinates of a lamina-
tion L in Ln. Then the T∗-coordinates (x′

0, ... , x
′
3n+2) of σi(L) are determined by

x′
k = xk for k " 3i− 2, and k ! 3i + 4, and






x′
3i = x3i+3

x′
3i+2 = x3i−1

x′
3i−1 = max(x3i−2 − x3i+1 + x, x3i−1 + x3i+3)− x3i,

x′
3i+3 = max(x3i+4 − x3i+1 + x, x3i−1 + x3i+3)− x3i+2,

x′
3i+1 = max(x3i−1 + x3i+3, x′

3i−1 + x′
3i+3) + x3i+1 − x.

(2.5)

with x = max(x3i−1 + x3i+3, x3i + x3i+2)− x3i+1.

Proof. The formulas of (2.5) are what one obtains by using (2.2) for the four
flips of Lemma 2.18. Hence the numbers x′

k are the σ−1
i (T∗)-coordinates of L. By

Lemma 2.17, they are also the T∗-coordinates of σi(L).
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Of course, similar formulas exist for σ−1
i replacing σi, which amounts to per-

forming a horizontal symmetry in all pictures of Figure 8. We skip them here. So,
we proved:

Proposition 2.20. Assume that β is an n-strand braid represented by a braid
word w. Then the unreduced coordinates of β are obtained from the sequence of (2.3)
by applying the formulas of Lemma 2.19—and their counterpart for σ−1

i —to the
successive letters in w read from right to left.

2.6. Reduced coordinates. At this point, we have answered Question 2.16,
but one last (easy) step is still needed to obtain the mysterious formulas of Section 1.

It turns out that, in the case of a braid, i.e., when we look at homeomorphisms
of S2

n+3 that come from a braid, the T∗-coordinates, which live in N3n+3, are redun-
dant. We shall extract a shorter sequence from them which belongs to Z2n. The
latter will turn out to be our final coordinates, as introduced in Section 1.

Definition 2.21. For β in Bn with unreduced coordinates (x0, ... , x3n+2), the
reduced coordinates of β are defined to be (a1, b1, ... , an, bn) with

ai =
x3i−1 − x3i

2
, bi =

x3i−2 − x3i+1

2
, for i = 1, ... , n.(2.6)

Reduction consists in taking into account the differences between associated
numbers of intersections rather than these numbers themselves. So the number ai

counts the (half)-difference between the numbers of curves passing above and below
the ith puncture—we shall see in a while that the differences are even numbers—
while the number bi counts the (half)-difference between the numbers of curves
passing on the right and on the left of the ith puncture.

Example 2.22. By definition, the unreduced coordinates of the unit 3-strand
braid are (3, 6, 3, 3, 4, 2, 2, 2, 1, 1, 0, 0)—see (2.3). When we compute the half-differences
as prescribed in Definition 2.21, we obtain the reduced coordinates (0, 1, 0, 1, 0, 1).
Similarly, we read on Figure 7 that the sequence of unreduced coordinates of the
braid σ1σ

−1
2 is (3, 6, 4, 2, 6, 0, 4, 6, 3, 3, 0, 0); we deduce that its reduced coordinates

are (1, 0,−2, 0, 0, 3).

Comparing with Example 1.2, we observe that, in the two cases considered, the
reduced coordinates coincide with the coordinates of Section 1. This is a general
result.

Proposition 2.23. For each braid β, the reduced coordinates of β coincide
with the coordinates of β as introduced in Definition 1.4.

Proof. We consider n-strand braids. The result is true for the unit braid,
since in both cases the coordinates are (0, 1, ... , 0, 1). For an induction, it is enough
to prove that, if (a1, b1, ... , an, bn) and (a′

1, b
′
1, ... , a

′
n, b′n) are the reduced coordinates

of β and σ±1
i β, they are connected by the formulas of Definition 1.1. This is a direct

consequence of Proposition 2.19—and its counterpart for σ−1
i . Indeed, it is easy

to check that, if two sequences (x0, ... , x3n+2) and (x′
0, ... , x

′
3n+2) are connected by

the formulas of (2.5), then the sequences (a1, b1, ... , an, bn) and (a′
1, b

′
1, ... , a

′
n, b′n)

deduced using (2.6) are connected by the formulas of (1.1).

We thus found an explanation for the mysterious formulas of Section 1.
Several consequences follow from Proposition 2.23 directly. Firstly, we con-

clude that the reduced coordinates of a braid must be integers, i.e., the differences
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involved in (2.6) must be even numbers—this can actually be proved by an easy
direct induction.

More interestingly, we deduce that reduced coordinates, hence a fortiori unre-
duced coordinates, characterize braids. In the latter case, this could be seen by ap-
pealing to general results about laminations (Proposition 2.13), but, here, we obtain
a more direct and elementary proof—provided we take Property C for granted.

Corollary 2.24. (i) Reduced coordinates characterize braids—and so do unre-
duced coordinates.
(ii) The morphism ι of (2.4) is an embedding of Bn into MCG(S2

n+3).

Proof. Point (i) follows from Proposition 1.10, which asserts that coordinates
characterize braids.

As for (ii), if two braids of Bn have the same image in MCG(S2
n+3), then

they must admit the same unreduced coordinates, and therefore the same reduced
coordinates, so they must be equal.

Remark 2.25. An arbitrary sequence of 3n + 3 natural numbers need not be
the sequence of T∗-coordinates of a lamination in Ln, because intersection num-
bers have to satisfy certain constraints such as triangle inequalities. So, a priori,
the braid action of Definition (2.14) induces a partial action on N3n+3 only: if a
sequence x of natural numbers happens to be the T∗-coordinates of some lamina-
tion L, then we can define β • x to be the T∗-coordinates of β(L), but it is not
obvious that this partial action extends to an everywhere-defined action. This is
true, however, and can be established by a direct verification similar to the proof
of Proposition 1.3. Another way to see this is to introduce more general objects
called decorated laminations, which are in one-to-one correspondence with points
in R3n+3—the action extends even to real points.

As for the reduced coordinates, they already define a one-to-one correspon-
dence between integral laminations and sequences of 2n integers. Indeed, given a
sequence (a1, b1, ..., an, bn) of integers we set x1 = 2N , x3n+2 = N , x3i = N for
i = 0, 1, ..., n, and then compute the other entries in the sequence (x0, x1, ..., x3n+2)
in order that (2.6) holds. One can show that for large enough N the obtained
sequence (x0, x1, ..., x3n+2) is a sequence of T∗-coordinates of a reduced system of
curves, which may have trivial components. Removing all trivial components re-
sults in a curve system representing a lamination whose reduced coordinates are
exactly (a1, b1, ..., an, bn).

The fact that the our piecewise linear actions have their rational counterpart—
see the proof of Proposition 1.3—is also not accidental. As discovered by W. Thurs-
ton in [189], general (non-integral) laminations appear naturally as infinity points
of Teichmüller spaces. The action of the corresponding mapping class group on a
Teichmüller space can be written in terms of rational functions by using special co-
ordinate systems introduced by R.C. Penner in [169]. We recommend [86] and [87]
as nice references on laminations, their connections with Teichmüller spaces, and
coordinate systems on these spaces.

3. The Mosher normal form

We now turn to a new approach, based on the work of Lee Mosher in [157].
This approach has in common with the previous one that it uses triangulations in
an essential way, but the principle is different. It consists in starting with a fixed
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triangulation T∗ and associating with every braid β a distinguished description of
the triangulation β(T∗) obtained by letting β act on T∗. Here, no transversal curve
is involved. The main result is that the description of the triangulation β(T∗) can
be made by using a finite alphabet consisting of elementary transformations, in a
way that can be modelled by a finite state automaton.

As a result, we obtain a new automatic structure for the braid group Bn—
different from the one provided by Garside theory as described in Chapter VI.
In terms of the braid ordering, this construction results in a new charactization
of σ-positive braids, and in a new decision algorithm which is quadratic in the
length of the braids to be compared. Even stronger, we provide an order automatic
structure on the braid group, in the sense that the relative order of two elements
can be decided directly from their automatic normal forms: given two braids, we
can construct their automatic normal forms in quadratic time, and from there the
decision which of the two elements is larger in the σ-ordering can be performed by
a finite state automaton by comparing initial segments of the normal forms up to
their first divergence, and a bounded number of steps beyond. Nevertheless, the
algorithm is not very efficient in practice, as it comes naturally implemented on
a finite state automaton whose number of states is exponential in the number of
strands.

3.1. The combinatorial type of a triangulation. We recall that, if T is
a singular triangulation of S2 with vertex set P, and if ϕ is a homeomorphism
of S2 that preserves P globally, we denote by ϕ(T ) the image of T under ϕ, i.e.,
assuming that e1, ... , e3p−6 are the edges of T , the triangulation T ′ whose edges are
ϕ(e1), ... , ϕ(e3p−6).

Definition 3.1. The combinatorial type [T ] of a singular triangulation T is
defined to be the orbit of T under the action of the group of orientation preserving
homeomorphisms of S2 that preserve P.

We shall also use the term “combinatorial type” and similar notation for more
complicated objects like an (ordered) pair of triangulations, etc.

Lemma 3.2. For each finite puncture set P, there are only finitely many pair-
wise different combinatorial types of singular triangulations of S2 \ P.

Proof. In order to specify the combinatorial type of a singular triangulation,
it suffices to do the following: assign distinct labels to all edges and then for every
face list the labels assigned to its sides in the clockwise order. This information can
be encoded by a word of bounded length, whence the result.

Example 3.3. The standard triangulation of the boundary of the 3-simplex
can be specified like this: {(a, b, c), (a, d, e), (d, c, f), (b, e, f)}, see Figure 9.

3.2. Pulling triangulations tight. In the sequel, we shall consider pairs
of triangulations, and it will be important that their edges are chosen so as to
avoid digons and similar trivial components. As in the case of normal curves in
Proposition 2.8, we can use the pulling tight procedure of Chapter X.

Definition 3.4. Let T and T ′ be two singular triangulations of S2 with vertex
set P. We say that T and T ′ are transverse to each other if, for all edges e in T
and e′ in T ′, the edges e and e′ either coincide or intersect transversely (possibly
in several points).
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a

b
c

f

e

d

a

cb

a

ed

f

cd

f

eb

Figure 9. By putting a label at every edge and then cutting the triangu-
lated surface into triangles we keep the information how to assemble them
back into a surface.

Definition 3.5. By a D-disk of a transverse pair of singular triangulations
T , T ′ we shall mean a 2-disk whose interior is disjoint from T and T ′ and whose
boundary consists of two arcs α ⊆ e, α′ ⊆ e′, where e and e′ are edges of T and T ′,
respectively. If there is no D-disk of transverse singular triangulations T , T ′, then
they are said to be tight.

Lemma 3.6. For any singular triangulations T , T ′ of S2 with vertex set P there
exists a homeomorphism ϕ of S2 identical at punctures and isotopic to the identity
relative to P such that the singular triangulations T and ϕ(T ′) are tight.

a) b) c)

α α αα′ α′ α′

e ee′ e′

Figure 10. Three types of D-disks.

Proof. Without loss of generality, we may assume that T and T ′ are trans-
verse. Suppose they have a D-disk bounded by arcs α and α′ described in Defi-
nition 3.5. There are three possible cases, indicated in Figure 10: a) the arcs α
and α′ can be whole edges of T and T ′; b) only one common end of α and α′ is
a puncture; c) no one common end of α and α′ is a puncture. In all these cases
there exists a homeomorphism ϕ sending α to α′ and preserving the rest of the
singular triangulation T ′. In cases b) and c), by a small perturbation of ϕ we make
the edge ϕ(e′) be transverse to T , see Figure 11. In this way, we obtain a singular
triangulation ϕ(T ′) which is transverse to T and has a smaller number of transverse
intersection points with T . After finitely many applications of this procedure we
obtain the desired homeomorphism. This process is called pulling tight.
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a) b) c)

α αα′ α′

e e

α = ϕ(e′)

ϕ(e′)ϕ(e′)

Figure 11. Pulling triangulations tight.

Lemma 3.7. If two singular triangulations T , T ′ are isotopic and tight, then
they coincide.

Proof. For two transverse singular triangulations T1, T2, let ρ1(T1, T2) be the
number of transverse intersections of edges of T1 with those of T2, ρ2(T1, T2) the
number of edges of T1 that are not edges of T2, and ρ(T1, T2) the sum ρ1(T1, T2) +
ρ2(T1, T2). The idea of the pulling tight process is to decrease ρ(T, T ′) as much as
possible by deformation of T ′.

The assumption of the lemma and the general position argument imply that
there exists a sequence of singular triangulations T ′ = T0, T1, ... , TN = T transverse
to T such that each passage Ti *→ Ti+1 is either eliminating a D-disk of T, Ti—
in which case we have ρ(T, Ti+1) < ρ(T, Ti) as described above—or the inverse
operation. Among all such sequences let us choose the one for which

∑
i ρ(T, Ti)

takes the minimum value. Let j be such that ρ(T, Tj) = maxi ρ(T, Ti).
Suppose that j 0= 0. Then both passages Tj *→ Tj−1 and Tj *→ Tj+1 consist

in eliminating a D-disk. Let D1 be the D-disk for the first transform and D2 for
the second one. Then the pair of operations Tj−1 *→ Tj *→ Tj+1 can be replaced by
another pair Tj−1 *→ T ′

j *→ Tj+1, where the first passage Tj−1 *→ T ′
j eliminates D2

and the second one T ′
j *→ Tj+1 creates D1. We will have ρ(T, T ′

j) < ρ(T, Tj), which
contradicts to the minimality of the sequence.

Thus, we have j = 0. The first passage T0 *→ T1 cannot be an elimination of a
D-disk because T0 and T are tight, and cannot be a creation of a D-disk because
ρ(T, T0) = maxi ρ(T, Ti) by construction. Hence, N = 0 and T ′ = T .

Now suppose that, in addition to the hypothesis of Lemma 3.6, we have one
more singular triangulation T ′′ which is tight with both T and T ′. Then, at each
step of the pulling tight process described in the proof of Lemma 3.6, the singular
triangulation T ′′ remains tight with ϕ(T ′). Indeed, the intersection of any edge of
T ′′ with a D-disk of T and T ′ must be an arc connecting a point at α with a point
at α′—see Fig. 12. Therefore, the homeomorphism ϕ in the proof of Lemma 3.6
can be chosen so as to preserve the singular triangulation T ′′.

In the particular case when T and T ′ are isotopic, we get the following result,
which is an analogue of Proposition 1.6 for the case of triangulations. It says that
the result of the pulling tight process does not depend on the order in which we
reduce D-disks.

Proposition 3.8. For three singular triangulations T , T ′ and T ′′ of S2 with
vertex set P such that T , T ′′ are tight, T ′, T ′′, are also tight, and T and T ′ are
isotopic, there exists a homeomorphism ϕ isotopic to the identity relative to P that
preserves T ′′ and sends T to T ′.
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αα′

edges of T ′′

Figure 12. Triple tightening.

It follows from this proposition that singular triangulations T and T ′ are tight
if and only if they are transverse and, with the notation of the proof of Lemma 3.7,
ρ(T, T ′′) takes the minimal value at T ′′ = T ′ among all singular triangulations T ′′

isotopic to T ′.

Proposition 3.9. Arbitrarily many singular triangulations T1, ... , Tq of S2

with vertex set P can be pulled tight pairwise. More precisely, there exist homeo-
morphisms ϕ1, ... , ϕq of S2 isotopic to identity relative to P such that the singular
triangulations ϕ1(T1), ... , ϕq(Tq) are pairwise tight.

Proof. We apply the pulling tight process successively to pairs of singular
triangulations: (T1, T2), (T1, T3), ... , (T1, Tq), (T2, T3), (T2, T4), ... , (T2, Tq), ... ,
(Tq−1, Tq). As we have seen above, at each step of this process, singular triangula-
tions that are already tight remain tight.

In what follows, we shall not distinguish a singular triangulation T with vertices
at P from any isotopic singular triangulation, i.e., a singular triangulation of the
form ϕ(T ), where ϕ is a homeomorphism isotopic to the identity relative to P. All
simultaneously considered singular triangulations will be assumed to be pairwise
tight.

3.3. Combing sequence. We shall now construct an automatic structure on
the braid group Bn. We refer to Section XI.1.2—and to [77]—for basic definitions.
In addition to what has been said in Chapter XI, we need one more remark, namely
that it makes sense to say that a subset of A∗×A∗ is a regular language. This means
that elements of A∗×A∗ are thought of as words in the alphabet (A∪{$})×(A∪{$}),
where $ is an artificially added symbol. If we are given a pair of words (w, w′) in
the alphabet A, we turn it into a word in (A ∪ {$})× (A ∪ {$}) as follows.

Let w = a1 ... ak, w′ = a′
1 ... a′

k′ , and assume that w is shorter than w′. Then
the corresponding word in (A ∪ {$})× (A ∪ {$}) is this:

(a1, a
′
1) ... (ak, a′

k)($, a′
k+1) ... ($, a′

k′).

The case when the second word is shorter or they are of equal length is similar.
What we shall do is to adapt the general construction of [157] to our specific

case of the braid group Bn. The general idea is as follows: if β is a non-trivial
braid, then it maps some fixed initial triangulation T∗ to a new triangulation β(T∗)
that is not isotopic to T∗. Then, by Proposition 2.5, one can go from T∗ to β(T∗)
by a finite sequence of flips. The idea is to select such a sequence of flips, and to
use it as a distinguished specification of the braid β.

Definition 3.10. By an ordered oriented singular triangulation we shall mean
a singular triangulation whose edges are ordered and they are given an orientation.
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Let T be a singular triangulation, T ′ an ordered oriented singular triangulation
with edges e0, e1, e2, ... If the triangulations T and T ′ do not coincide (as unordered
nonoriented ones), let r be the least i satisfying ei /∈ T , and let α be the part of er

between the starting point of er and the first intersection point with an edge of T .

Definition 3.11. In the situation described above, we call the collection of
arcs {ei | 0 " i < r} ∪ {α}, which is supposed to keep ordering and orientation
from T ′, the leading part of T ′ relative to T , see Figure 13. The edge f of T that
cuts α will be called the next-to-be-flipped edge of T with target triangulation T ′.
The total number of transverse intersection points of edges of T \ {f} with T ′ will
be referred to as the distance from T to T ′ and denoted by d(T, T ′)—notice that d
is not symmetric.

Let λ = {ei | 0 " i < r} ∪ {α} be the leading part of T ′ relative to T ; then we

denote by λ the union
(r−1⋃

i=0
ei

)
∪ α of the arcs from λ.

T

T ′

e0 e1

e2

e3 e4

e5

e6

e7

e8

↖ next-to-be-flipped edge

e0 e1

e2

e3
α

Figure 13. Leading part of a triangulation.

Definition 3.12. Let T be a singular triangulation, T ′ be an ordered oriented
triangulation. The combing sequence of T relative to T ′ is the sequence of singular
triangulations T0, T1, T2, ... that is uniquely defined by the rules: T0 = T , and
Ti+1 is obtained from Ti by flipping the next-to-be-flipped edge of Ti with target
triangulation T ′.

Proposition 3.13. The combing sequence T0, T1, ... terminates, i.e., for some
integer N , we have TN = T ′.

Proof. Let fi be the next-to-be-flipped edge of the singular triangulation Ti

and gi+1 be the edge of Ti+1 that replaces fi after the flip. It is easy to see that, for
any i = 1, 2, ... , the edge gi has a smaller number of transverse intersection points
with the edges of T ′ than fi does. Indeed, if the flips Ti−1 → Ti and Ti → Ti+1 are
caused by the same edge of T ′, then fi has one more intersection point with the edges
of T ′ if compared with gi, see Figure 14. If the edges causing those flips are different,
then, by construction, gi does not intersect T ′, but fi does. In both cases, we have
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d(Ti−1, T ′) > d(Ti, T ′). Indeed, we find Ti \ {fi} = (Ti−1 \ {fi−1}) ∪ {gi} \ {fi}.
Since the distance from the starting triangulation T to the target triangulation T ′ is
finite, for some N , we get d(TN−1, T ′) = 0. For the next singular triangulation TN ,
we will obviously have TN = T ′.

fi
gi

other edges of T ′

the edge of T ′ that causes the flip

fi−1

Figure 14. Combing terminates.

3.4. Mosher normal form of a braid. Let us fix some punctures P0, ... , Pn+1

on the sphere S2 and an arc e∗ connecting P0 with Pn+1 and disjoint from the other
punctures.

In this section we shall consider only singular triangulations with vertex set P
and having e∗ as an edge, which will be referred to as the distinguished edge. All
homeomorphisms of S2 considered in this section are supposed to be fixed on e∗.
Recall that all homeomorphisms are also assumed to preserve orientation. The
group MCG(S2;P, e∗) of isotopy classes of such homeomorphisms permuting the
set P is clearly isomorphic to the mapping class group of an n-punctured disk,
which, in turn, is isomorphic to Bn—by Proposition I.3.3. Indeed, we may cut
the sphere S2 along e∗ and think of a self-homeomorphism fixed at e∗ as a self-
homeomorphism of the 2-disk thus obtained—see Figure 15.

P0 Pn+1

e±

e±

Figure 15. Cut sphere.

In order to simplify notation we use the same letter for a braid and any repre-
sentative of the corresponding isotopy class from MCG(S2

n+3, e∗). For instance, we
shall write β(T ) for the image of a singular triangulation T under any homeomor-
phism presenting the braid β. This makes sense, since we have agreed above not
to distinguish between isotopic singular triangulations. A singular triangulation of
the cut sphere is a particular case of a diagram in the sense of Proposition I.3.3.
It is clear that a homeomorphism which fixes a singular triangulation is isotopic to
the identity. In conjunction with Proposition I.3.3, this implies the following

Lemma 3.14. In the settings above, the action of the braid group Bn on the set
of singular triangulations—viewed up to isotopy—with n + 2 vertices is free: only
the trivial braid acts as the identity.
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In order to define the Mosher normal form we must choose a base ordered
oriented singular triangulation. We denote the base singular triangulation by T∗
and its edges by e0, e1, ... , e3n−1. For the sake of definiteness, we assume that
the distinguished edge is the last one, e∗ = e3n−1, and that the latter is oriented
from P0 toward Pn+1.

Let β be a braid in Bn. Recall that we regard β as a self-homeomorphism of S2.

Definition 3.15. Let T0, ... , TN be the combing sequence of T0 = T∗ relative
to β(T∗), where the singular triangulation β(T∗) is supposed to inherit an ordering
and orientation from T∗. The sequence

[TN → TN−1], [TN−1 → TN−2], ... , [T1 → T0],(3.1)

which consists of combinatorial types of flips, is called the Mosher normal form of
the braid β.

Recall that “combinatorial type” means up to a homeomorphism. In our case,
this simply means that, for any braid β, we consider [T → T ′] and [β(T ) → β(T ′)]
to be equal. The singular triangulations appearing in the Mosher normal form of
a braid are regarded as unordered and nonoriented. Since there are finitely many
combinatorial types of singular triangulations and any singular triangulation can be
flipped in finitely many different ways, there are only finitely many combinatorial
types of flips. In other words, the Mosher normal form is a word in a finite alphabet.

Proposition 3.16. The set of Mosher normal words is a regular language.

Proof. We shall construct an automaton M that recognizes the set of Mosher
normal words. This automaton will play a key role in constructing an algorithm
detecting the order in the braid group.

First, we establish conditions a sequence of flips must satisfy in order to be the
Mosher normal form of a braid. Let

[T ′
N → T ′′

N−1], [T
′
N−1 → T ′′

N−2], ... , [T ′
1 → T ′′

0 ](3.2)

be a sequence of combinatorial types of flips. If it is the Mosher form of a braid,
then the following condition is necessarily satisfied.

Condition 1. All subsequent flips in (3.2) are composable, and the starting and
ending triangulation are combinatorially equivalent to T∗. In other words, we have

[T ′
N ] = [T ′′

0 ] = [T∗], [T ′
i ] = [T ′′

i ] for i = 1, ... , N − 1.(3.3)

The latter means that there exist braids β0, ... , βN satisfying

βN (T∗) = T ′
N β0(T ′′

0 ) = T∗, βi(T ′′
i ) = T ′

i .(3.4)

If Condition 1 holds, then the braids β0, ... , βN satisfying (3.4) are unique,
since the action of braids on singular triangulations is free. Let

Ti = (β0 ... βi−1)(T ′
i ) = (β0 ... βi)(T ′′

i ),

and β = (β0 ... βN ). Then the sequence (3.2) can be rewritten as

[TN → TN−1], [TN−1 → TN−2], ... , [T1 → T0],(3.5)

and we have
T0 = T∗, TN = β(T∗).

So, the braid β is the only candidate to be a braid of which the sequence (3.2) is
the Mosher normal form. Let λi be the leading part of β(T∗) relative to Ti. The
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sequence (3.5), and hence the sequence (3.2), is the Mosher normal form of β if and
only if the following holds:

Condition 2. We have λi−1 0= λi, and λi−1 ⊆ λi for i = 1, ... , N .

To verify Condition 2 for a given i it is enough to know the combinatorial type
of the pair (Ti, λi), which we denote by [Ti, λi], and that of the flip Ti → Ti−1.
If it is satisfied, then the combinatorial type of the pair (Ti−1, λi−1) can be found
from the knowledge of [Ti → Ti−1] and [Ti, λi]. It is now left to observe that there
are only finitely many different combinatorial types of pairs (T, λ), where T is a
singular triangulation and λ is an ordered collection of oriented arcs that can be a
leading part of another singular triangulation T ′ relative to T .

We are now ready to construct an automaton M satisfying Conditions 1 and 2,
which will complete the proof.

Definition 3.17. A marked singular triangulation is a pair (T, λ), where T is
a singular triangulation and λ is either the same singular triangulation T equipped
with an ordering and orientation or an ordered collection of pairwise disjoint ori-
ented arcs λ0, ... , λr such that, for 0 " i < r, the arc λi is an edge of T and λr is
contained entirely in a face of T and joins a vertex of this face with a point at the
opposite side. This side is called the next-to-be-flipped edge of (T, λ).

Clearly, if λ is the leading part of an ordered oriented singular triangulation
T ′ relative to T , then the next-to-be-flipped edge of a marked triangulation (T, λ)
coincides with the next-to-be-flipped edge of T with target triangulation T ′.

States of M . All the states of M , except one dead end state, are combinatorial
types of marked triangulations. The pair [T∗, T∗] (where the first entry is considered
as an unordered nonoriented singular triangulation) is the start state. The states
of the form [T∗, λ] are accept states, all the other are failure states.

Arrows of M . We set up arrows of M so that, for any two marked singular trian-
gulations (T, λ), (T ′, λ′) such that T ′ is obtained from T by a flip, the automaton
M has an arrow from [T, λ] to [T ′, λ′] marked with the flip [T → T ′] if and only
if the inverse flip T ′ → T is performed on the next-to-be-flipped edge of (T ′, λ′),
λ′ ⊆ λ holds, and the enumeration of arcs in λ′ is inherited from λ. All the other
arrows point to the dead end failure state.

In other words, let (T, λ) be a marked singular triangulation, and let T ′ → T ′′

be a flip. The arrow originating from the state [T, λ] and marked with the letter
[T ′ → T ′′] points to the dead end failure state unless the following two conditions
are satisfied:

• The combinatorial types of T and T ′ coincide, [T ] = [T ′], i.e., there exists a
braid β satisfying β(T ) = T ′;

• The flip T ′ → T ′′ cuts off a non-trivial part λ′ of β(λ).
If the conditions hold, the arrow will point to the state [T ′′, λ′].

It is shown in [157] that the Mosher normal form satisfies certain conditions
which are expressed by saying that the mapping class groupoid has an automatic
structure—see definitions in [157] or [77]. This implies the following result.

Proposition 3.18. The Mosher normal form of a braid can be computed in
quadratic time in the length of the given braid word, provided that the number of
strands is fixed.
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This means, in particular, that the Mosher form itself has length at most qua-
dratic in the length of the corresponding braid.

3.5. Braid ordering via Mosher normal form. The following result is
established in [181]:

Proposition 3.19. Under an appropriate choice of the base singular triangu-
lation T∗, there exists an algorithm that, given the Mosher normal forms of two
braids β, β′ in Bn, detects their relative order in time linear in the length of the
input, provided that n is fixed.

Remark 3.20. In [181] a more general statement is proved, where the braid
group is replaced with a mapping class group of an arbitrary surface of finite type
with nonempty boundary. The technique used in the general case is quite similar,
the only difference is in some technical details like the choice of the base singular
triangulation.

First, we give a simpler proof of Proposition 3.19 than that in [181]. Then
we outline the original method, which, in fact, proves a stronger result. Proposi-
tion 3.19 will be a corollary to the following claim.

Proposition 3.21. Let M be the automaton constructed in Subsection 3.4 for
some base singular triangulation T∗ and let s∗ be its start state. Under an appro-
priate choice of T∗, there exists a partial ordering < on the set of states of M such
that, for any two braids β, β′ in Bn, the following holds:

Let aN ... a1, a′
N ′ ... a′

1 be the Mosher normal forms of β and β′, respectively,
let j be the least integer satisfying a′

j 0= aj, and assume that the words aN ... aj and
a′

N ′ ... a′
j read to states s and s′, respectively. Then we have β < β′ if and only if s

and s′ are comparable and we have s < s′.

Proof. As a base singular triangulation we choose any singular triangulation
such that, for i = 0, ... , n, the edge ei starts at Pi and points to Pi+1, and for
i = 1, ... , n− 1, the braid σi corresponds to a half-twist in a small neighbourhood
of ei, as shown in Figure 16. Then the union of

⋃
0$i$n

β(ei) is nothing but the curve

diagram of the braid β in the sense of Chapter X.
If the Mosher normal forms of two braids are different, then the braids them-

selves are different, and hence, their curve diagrams are different. The latter means
that the first discrepancy in the combing sequences will be caused by the difference
in β(ei) and β′(ei) with i " n − 1. If this happens at the jth step of the combing
process and we have a−1

j = [Tj → Tj+1], a′
j
−1 = [Tj → T ′

j+1], then the leading
parts λj and λ′

j of the target triangulations β(T∗) and β′(T∗) relative to Tj indicate
the first divergence of the curve diagrams of β and β′.

Thus, the following partial ordering on the states of M will satisfy conditions
of the claim. Comparable states are of the form [T, λ], [T, λ′], where both λ and λ′

consist of no more than n arcs, λ and λ′ are simple curves coming from P0, and
no one of λ, λ′ is a part of the other. We set [T, λ] < [T, λ′] if and only if the first
divergence of λ′ from λ is to the left.

So, we can detect the relative order of two braids β, β′ given the Mosher normal
forms of their inverses as follows. First, we read the given Mosher normal forms
from the end, find the first difference, and cut off the coinciding parts. Second,
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P0 P1 P2 Pn−1 Pn Pn+1

e0 e1 e2 en−1 en

e3n+2

e3n+2

all edges here

all edges here

Figure 16. A base singular triangulation; only the important edges are
displayed; the edge e3n+2 appears twice because this is a triangulation of
the sphere S2.

we input the truncated words to two automata identical to M and read the final
states. Third, we compare the final states.

As shown in [181], if the base singular triangulation T∗ is chosen in a more intel-
ligent way, we shall not need to read the inverted Mosher normal forms completely.
It will suffice to read them a little further after the first discrepancy. Namely, the
following result has been proved.

Proposition 3.22. Assume that the base singular triangulation T∗ is chosen
as shown in Figure 17. Let T0, T1, ... , TN be the combing sequence of T∗ with target
triangulation β(T∗), where β is a braid, and λi be the leading part of β(T∗) relative
to Ti for i = 0, 1, ... , N . Then the combinatorial type of the marked singular
triangulation (Ti, λi) can be found from the knowledge of the combinatorial types of
the four succesive flips

[Ti → Ti+1], [Ti+1 → Ti+2], [Ti+2 → Ti+3], [Ti+3 → Ti+4]

in the general case i " N−4, and of the (N− i) flips [Ti → Ti+1], ... , [TN−1 → TN ]
in the special cases i = N − 3, ... , N − 1.

. . .e0 e1 e4 e3n+1

e3n+2

e3n+2

e5

e6

e2

e3

Figure 17. A better base singular triangulation.

We skip the proof, which consists in searching finitely many possibilities. Notice
that the choice of the base triangulation in Proposition 3.22 is also well adapted
for detecting the order as in the proof of Proposition 3.21. As a consequence of
Proposition 3.22 we get the following two statements:

Corollary 3.23. Under the choice of T∗ as in Lemma 3.22, the set of inverted
Mosher normal forms of braids from Bn is a regular language.

Corollary 3.24. The braid group is order automatic, in the sense that there
exists an algorithm which can be performed by a finite state automaton, which takes
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as its input the inverted Mosher normal forms of two braids—with an appropri-
ate choice of base singular triangulation T∗—and outputs the relative order of the
braids. Moreover, the algorithm takes linear time. Under the choice of T∗ as in
Lemma 3.22, there exists a finite state automaton that detects the relative order of
two braids by reading the inverted Mosher normal forms of their inverses no more
than 3 steps further after the first discrepancy.

We conclude the section by observing that under the choice of T∗ as in Propo-
sition 3.22, the relative order of β and 1 can be detected from the last element of
the Mosher normal form of β, i.e., the first flip in the combing sequence. The proof
of the next assertion is then an easy exercise.

Proposition 3.25. (i) A braid β is σ-positive (resp. σ-negative) if and only if
the first flip in the combing sequence of T∗ relative to β(T∗) is performed on the
edge e3i−1 (resp. e3i) for some i with 1 " i " n.
(ii) For two braids β, β′, we have β < β′ if and only if, under the choice of the
base singular triangulation as in Figure 17, the last flip of the Mosher normal form
of β−1β′ occurs in the upper half-sphere.

We thus have obtained one more definition of the braid ordering from the list
mentioned in Introduction.

As a final remark, let us observe that the algorithms described in this sec-
tion are not so easy to use in practice. The reason is the size of the automata,
which is comparable with the number of singular triangulations. The latter grows
exponentially with the number of punctures.



CHAPTER XIII

Hyperbolic Geometry

In this chapter we present a simple and natural way to construct the σ-ordering
and many other orderings of the braid group, and to study the properties of these
orderings, using techniques from hyperbolic geometry.

There are two key observations, which will be explained in detail, underlying
the construction of the orderings.

The first one is that for a finitely generated group, like the braid group Bn, be-
ing left-orderable is equivalent to admitting a free action by orientation-preserving
homeomorphisms on the real line. For instance, given an action of the group on R
in which some point x of R has trivial stabilizer, we can obtain an ordering on the
group in a particularly simple way, namely by pulling back the standard ordering
of the real line on the orbit of x.

The second key observation is that the n-times punctured disk Dn can be
equipped with a hyperbolic metric, so that the universal cover of Dn is a subset of
the hyperbolic plane; moreover, the boundary of the compactified universal cover
is a circle, and there is a well-defined action of the braid group on this boundary
circle, by homeomorphisms which all fix a common basepoint. Combining these two
key observations, we immediately obtain that the braid groups are left-orderable.

This point of view on the orderability of braid groups is very attractive in
a number of ways. Firstly, it extends immediately to a proof that the mapping
class groups of all compact surfaces with nonempty boundary are left-orderable.
Secondly, it displays the σ-ordering as an example of a very large family of orderings
which are all extremely natural, at least in the eyes of a geometer. Thirdly, it
leads to a geometrically intuitive proofs of Property S—but not of Properties A
and C. Finally, the classification of orderings arising in this way leads not only
to an appealing classification of different ways of cutting a surface into pieces, it
also ties in the theory of braid orderings with the vast field of dynamics of surface
homeomorphisms [34, 82].

The fact that braid groups, and more generally mapping class groups of surfaces
with nonempty boundary, act on the real line (which implies orderability) has
certainly been known to Thurston and to members of his school for several decades.
In fact, all the main ideas can even be traced back to Nielsen. For this reason we
call the class of orderings studied in this chapter the orderings of Nielsen–Thurston
type. The main reference for this chapter is the paper [182].

It seems certain that all the results in this chapter can be generalized to map-
ping class groups of any compact surface with nonempty boundary, with or without
punctures. However, this has never been done explicitly.

The structure of this chapter is as follows: In Section 1, we construct a very
natural Bn-action on R and give some examples of orderings of Bn induced by
this action—among them the σ-ordering. In explaining why these orderings are

237



238 XIII. HYPERBOLIC GEOMETRY

essentially different, we introduce all the essential ideas for the systematic classifi-
cation of orderings, which is carried out in Section 2. In Section 3 we prove that
all orderings of Bn arising from our action on R have the subword property.

Throughout this chapter, groups act on the left.

1. Uncountably many orderings of the braid group

In this section we first explain the general correspondence between group ac-
tions on the real line and orderings of groups. Then we construct a very natural
Bn-action on R. Then we look at two sets of examples of orderings arising from this
construction: the first one in order to demonstrate that different orderings can have
essentially different properties, and the second one to illustrate how, on the other
hand, two orderings whose constructions look very different may actually be equal.
This zoo of examples, which includes the σ-ordering, introduces all the essential
ideas for the systematic classification of orderings in the next section.

1.1. Orderability and group actions on R. It can be shown that a non-
trivial group is left-orderable if and only if it acts on some linearly ordered set by
order-preserving bijections in such a way that only 1 acts trivially. For our purposes,
actions on the real line suffice, according to the following folklore theorem, whose
proof appears in [97].

Proposition 1.1. A countable group G is left-orderable if and only if G acts
on R by orientation-preserving homeomorphisms in such a way that only 1G acts
by the identity map, i.e., if and only if there exists a monomorphism from G
to Homeo+(R).

Proof (sketch). Given an action of G on R, we define an ordering ≺ as
follows. We fix an enumeration q1, q2, ... of the rationals. Consider distinct ele-
ments g, g′ in G. We let k be the smallest integer satisfying g(qk) 0= g′(qk). Now we
define g ≺ g′ if g(qk) < g′(qk) and g / g′ if g(qk) > g′(qk). This is a linear ordering:
If we have g(qk) = g′(qk) for all k in N, then g and g′ act by the same homeomor-
phism, because Q is dense in R. The ordering is left-invariant, for g(qk) > g′(qk)
implies h◦g(qk) > h◦g′(qk) for every h in G, because h acts orientation preservingly
and k is also the least integer satisfying h ◦ g(qk) 0= h ◦ g′(qk).

Conversely, if ≺ is a left-invariant ordering of G, then one can construct an
action of G on R as follows: one can construct an order-preserving injection I
of G to R such that all the image points are isolated. This uses the existence of a
countable order-dense discrete subset of R with no first or last element; think of the
midpoints of the deleted intervals in construction of the Cantor set, for example.
Since G acts on itself in an order-preserving way by left multiplication, this yields
an order-preserving action of G on the image of I. Finally, we interpolate, in order
to extend this to an action on all of R.

We shall be primarily interested in a special case of the above result:

Definition 1.2. Suppose G acts on R, and suppose in addition that there
exists a point x of R with StabG(x) = {1}, i.e., the points in the orbit of x under
the G-action are in bijective correspondence with the elements of G. Then we define
a left-invariant ordering <x of G by declaring that g <x g′ holds if and only if we
have g(x) < g′(x).
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Note that for a different point y in R, the same construction method and the
same G-action may yield a very different ordering; we shall see many instances of
this behaviour.

1.2. An action of Bn on R. We shall think of the braid group Bn as the
mapping class group of a disk with n punctures: Bn = MCG(Dn). The following
result is essentially due to Nielsen [163, 164]. Together with Proposition 1.1, it
implies that Bn is left-orderable.

Proposition 1.3. There is a natural action by orientation-preserving homeo-
morphisms of the braid group Bn on a topological space which is homeomorphic to
the real line. Moreover, only the trivial braid acts as the identity homeomorphism.

Proof. The n-punctured disk Dn can be equipped with a complete hyperbolic
metric of finite volume such that the boundary of the disk is geodesic. Actually,
there is a choice of a whole R2n−3-family—the Teichmüller space of Dn—of isotopy
classes of hyperbolic metrics, but the choice is irrelevant for the R-action we are
aiming for. The metric on Dn lifts to a metric on the universal cover D̃n of Dn,
and then D̃n can be isometrically embedded in the hyperbolic plane H2. We can
compactify H2 by adding a circle at infinity S1

∞ = ∂H2. We can then go on
to compactify D̃n by attaching its limit points on S1

∞. The resulting space is
homeomorphic to a closed disk, and by abuse of notation we shall still denote
it D̃n.

The circle ∂D̃n has two types of points: firstly the points at infinity, which form
a Cantor set in the circle, and secondly their complement, ∂D̃n ∩ H2 = p−1(∂Dn)
(where p denotes the covering projection), which consists of a countable number of
open arcs—see Figure 1. We now choose, once and for all, a basepoint ∗ in one of
these arcs. We are finally ready to define the real line on which Bn shall act: it
is ∂D̃n \ {∗}.

Next we consider an element β of Bn, represented by some homeomorphism ϕ
from Dn to Dn. Now ϕ can be lifted to a homeomorphism ϕ̃ of the universal
cover—saying that ϕ̃ is a lifting of ϕ means that ϕ ◦ p = p ◦ ϕ̃ holds. In fact, there
are infinitely many such liftings—as many as there are elements of π1(Dn)—but we
have one preferred choice: we demand that ϕ̃ fix our basepoint ∗. Thus we have
constructed an action of Bn on the real line ∂D̃n \ {∗}.

To see that this action is well-defined, we suppose that ψ is another represen-
tative of the same element β of Bn distinct from ϕ. Then ψ is related to ϕ by a
homotopy which is fixed on ∂Dn. This homotopy lifts to a homotopy between ϕ̃
and ψ̃ which is fixed on the arcs ∂D̃n ∩H2. Since these arcs are dense in ∂D̃n, the
homeomorphisms ϕ and ψ lift to exactly the same action on ∂D̃n.

Finally, in order to prove the second statement, we suppose that a homeomor-
phism ϕ acts trivially on ∂D̃n. Then, in particular, this homeomorphism fixes all
liftings of the basepoint ∗ of Dn, and thus induces the identity homeomorphism
on π1(Dn). This implies that ϕ represents the trivial element of MCG(Dn).

Our definition of the action may look rather abstract. We shall actually think
of it in the following way: if x is a point in ∂D̃n \ {∗}, then a path Γ̃x (typically
a geodesic without self-intersections) in D̃n from the basepoint ∗ to x projects to
a path Γx (typically a geodesic with many self-intersections) in Dn which starts
at p(∗) in ∂Dn. Now a homeomorphism ϕ acts on this path Γx—just like it acted
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D̃n

universal
cover

p

Dn

(here n = 2)

S1
∞

Γx

Γ̃x

x

Figure 1. The disk Dn, and its universal cover D̃n embedded in H2—
indicated as the unshaded part.

on curve diagrams—and the lifting of ϕ(Γx) is a path in D̃n from ∗ to some point
in ∂D̃n. This is the point that we define to be ϕ(x). Note that, if x was a point
in S1

∞, then all the paths mentioned were necessarily infinite. Note also that the
path ϕ(Γx) is, in general, not a geodesic even if Γx is geodesic.

Let us summarize what we have achieved so far. We have described an action
by homeomorphisms of Bn on a topological space ∂D̃n \ {∗}, which we managed to
identify with R. We shall say that an ordering of Bn is of Nielsen–Thurston type
if it arises from a point x in R with Stab(x) = {1} in this action of Bn on R. More
precisely:

Definition 1.4. We say that a left-ordering ≺ of Bn is of Nielsen–Thurston
type if there exists an element x of R such that, for all β, β′ in Bn, the relation
β ≺ β′ is equivalent to β(x) <R β′(x).

Our aim will now be to classify the order types of Bn of Nielsen–Thurston
type. For instance, we shall prove that for n ! 3 there are uncountably many
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conjugacy classes of dense orderings of Bn, but only a finite number (for which a
formula will be given) of conjugacy classes of discrete orderings of Nielsen–Thurston
type. However, the main classification results, Propositions 2.5 and 2.8, are quite
technical; in order to get some intuition for the most important phenomena that
can occur, we first describe some examples.

1.3. Examples of different Nielsen–Thurston orderings. Let us start
with a first set of examples which is meant to illustrate how some fundamentally
different order types can result from our construction. A second set of examples
which will be given in Section 1.4 will have the opposite aim: showing that many
very different-looking geodesics give rise to the same orderings of Bn—thus the
amount of different order types arising from our construction is quite limited, and
this makes a classification possible.

Definition 1.5. Two left-invariant orderings ≺1 and ≺2 of a group G are said
to be conjugate if there exists an h in G such that g ≺1 g′ is equivalent to gh ≺2 g′h.

For instance, if a group G acts on R, and some x in R satisfies StabG(x) = {1},
then, for any h in G, the orderings of G induced by x and h(x) are conjugate.

We shall see examples of orderings that are all pairwise non-conjugate. Some of
them are dense, other are discrete. We recall from Section II.3.2 that an ordering ≺
of G is said to be dense if, for any two elements g, g′ of G satisfying g ≺ g′, there
exist infinitely many elements h in G with g ≺ h ≺ g′. By contrast, an ordering is
discrete if every element has a well-defined predecessor and successor, i.e., if for g
in G there exists a largest g and a smallest g′ satisfying g ≺ g ≺ g′. It is an easy
exercise to show that any left-ordering of a group is either dense or discrete. For
example, we have seen in Section II.3.2 that the σ-ordering of Bn is discrete: the
predecessor of the braid β is βσ−1

n−1, and its successor is βσn−1.

****

(a) (b) (c) (d)

Figure 2. Four curves Γa, Γb, Γc, and Γd in D4, for four points in
∂D̃4 \ {∗}. Figure (d) is meant to represent an infinite geodesic ray without
self-intersections, whose closure would look like a generic geodesic lamina-
tion of D4.

The first set of examples begins with the four curves shown in Figure 2. As
explained above, each of the curves in this figure represents a point in ∂D̃4 \ {∗},
namely the endpoint of the lifting of the curve to D̃4 which starts at the point ∗
in ∂D̃4. We shall denote these four points a, b, c and d.

Lemma 1.6. The point a in ∂D̃4 \ {∗} has a non-trivial stabilizer under the
B4-action, and thus does not induce a linear ordering of B4.

Proof. We observe that the first and the fourth puncture of D4 are in the
same path component of D4 \ Γa. The element σ−1

1 σ−1
2 σ3σ2σ1 of B4 has support in
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this path component and interchanges the first and fourth puncture, i.e., it can be
represented by a homeomorphism that is the identity outside this path component.
It is thus a non-trivial element of B4 which acts trivially on the point a.

More generally, we observe that a necessary condition for a geodesic to induce
a linear ordering of B4 is that it separates the punctures of Dn, in the sense that
no two punctures of Dn should be in the same connected component of Dn with
the geodesic removed. We shall see later on that this necessary condition is almost
sufficient—a geodesic which separates the punctures may fail to induce a total
ordering if it lies in a complementary component of the stable geodesic lamination
of some pseudo-Anosov homeomorphism, but apart from this class of exceptions
the necessary condition is sufficient.

From now on, we shall only be interested in geodesics that separate the punc-
tures, like for instance the geodesics Γb, Γc and Γd of Figure 2. It is a fact which for
the moment we shall not prove, that the three points b, c and d do indeed have triv-
ial stabilizer—with the proviso that for Γc we need an extra technical hypothesis,
which is generically satisfied.

Thus, using Definition 1.2, each of these three points b, c and d in ∂D̃4 \ {∗}
induces a linear ordering of B4, denoted <b, <c and <d, respectively. For instance,
saying that a homeomorphism ϕ of D4 represents an element of MCG(D4) which
is larger than 1 in the <b–ordering means that the endpoint of the lifting of ϕ(Γb)
is to the left of the endpoint of the lifting of Γb, as seen from the basepoint of D̃4.

We now claim that the orderings <b, <c and <d of B4 are fundamentally
different from each other. We recall from Section II.3.4 that a convex subgroup of
a left-ordered group (G,≺) is a subgroup H of G such that, for h, h′ in H, and g
in G, the relation h ≺ g ≺ h′ implies g ∈ H. For instance, the subgroup of Bn

generated by σ2, ... , σn−1 is convex in the σ-ordering.

Proposition 1.7. (i) The orderings <b and <c are discrete, whereas <d is
dense. In particular, <d is not conjugate to either <b or <c.
(ii) The ordering <b has a convex subgroup 〈σ2, σ3〉 isomorphic to B3. By contrast,
the ordering <c has a convex subgroup 〈σ1, σ3〉 isomorphic to Z2. The orderings <b

and <c are not conjugate.

Proof (sketch). We shall only give some plausibility arguments. The gen-
eral philosophy is the following: if for some path Γ and for some homeomorphism ϕ
of Dn the support of ϕ is disjoint from a fairly long initial segment of Γ, then the
element of Bn represented by ϕ should be fairly close to 1 in the ordering induced
by Γ.

For instance, in Example (c), we consider the liftings to D̃n with initial point ∗
of the curves Γc and σp

1(Γc), for every p in Z \ {0}. These liftings coincide for
quite a long initial segment of Γc, namely along the segment drawn in thin line in
Figure 3(b); by contrast, only a relatively short tail consisting of the lifting of the
latter parts of Γc, drawn bold in Figure 3(b), is at all affected by the σ1-action.
This means that the endpoint c of ∂D̃n \ {∗} of the lifting of Γc is very close to
the endpoint σp

1(c) of the lifting of σp
1(Γc). By contrast, under the action of σ3,

the immobile initial segment of Γc is much shorter, and the moving tail, bold in
Figure 3(c), is much longer. Indeed, it is easy to see that σ3(c) is further removed
from c than σp

1(c) for every p in N. This is saying that we have σp
1 <c σ3 for all p

in N—and in a similar fashion one can see that σq
3 <c σ2 holds for all q in N.
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* **

(a) (b) (c)
Γc σ2

1(Γc) σ3(Γc)

Figure 3. We have 1 <c σ2
1 <c σ3, where <c denotes the ordering

associated to the geodesic Γc.

By contrast, we have σp
3 <b σq

2 <b σ1 for all p, q in N. Indeed, the action of σp
3

can be said to affect only the tail of Γb after the second self-intersection, whereas
the effect of a σq

2-action is already noticable after the first self-intersection, and σr
1

right from the start, for p, q, r in Z.
Finally, for <d, one can find homeomorphisms of Dn representing non-trivial

elements of Bn which leave arbitrarily long initial segments of Γd untouched, which
implies that the ordering <d is dense.

The only part of the proposition that remains to be proven is that <b and <c

are not conjugate. Let us suppose, for a contradiction, that they are. Since the
convex subgroups of a group are linearly ordered by inclusion, this would imply
that there exists a subgroup Γ of B4 which is conjugate in B4 to the subgroup
〈σ1, σ3〉, such that 〈σ2, σ3〉 either is included in Γ or includes Γ. The first case is
impossible since an Abelian group cannot contain a non-Abelian one. The second
case is impossible because the subgroup 〈σ2, σ3〉 has support in a subdisk of D4

which contains only three of the punctures, whereas any subset of D4 supporting
the subgroup 〈σ1, σ3〉—or any subgroup conjugate to this one—necessarily contains
all four punctures.

To summarize, the ordering depends critically on how the geodesic cuts up the
disk: if two of the punctures are first separated from the two others, and then each
of the pairs is split, we obtain an ordering which is qualitatively different from the
ordering induced by a geodesic which splits off one puncture at a time.

There is, however, one more effect that can lead to two different geodesics
inducing different orderings, even though the two sequences of more and more finely
chopped subdisks of Dn induced by cutting along the geodesics are topologically
indistinguishable. This effect is illustrated in Figure 4.

There are initial parts of the geodesics Γc and Γc′ (drawn in solid line) which
separate the first two punctures from the third and the fourth, and the pieces that
result from the two cuts are topologically indistinguishable. The only difference
between the curves is that the direction of the cut is opposite. This difference,
however, suffices to make the orderings different: we can observe immediately in
the picture that σ−1

2 σ−1
1 σ3σ2 >c 1 holds, whereas σ−1

2 σ−1
1 σ3σ2 <c′ 1 does.

Indeed, using results that we shall present later on, one can prove that the
geodesics Γc and Γc′—including the dotted parts—induce orderings which are not
even conjugate.
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*

*

*

*

Γc Γc′

σ−1
2 σ−1

1 σ3σ2

σ−1
2 σ−1

1 σ3σ2(Γc)

σ−1
2 σ−1

1 σ3σ2(Γc′)

Figure 4. The geodesics Γc and Γc′ cut the disk Dn into pieces in very
similar ways, yet σ−1

2 σ−1
1 σ3σ2 >c 1 whereas σ−1

2 σ−1
1 σ3σ2 <c′ 1.

This completes our first set of examples: we have seen why different geodesics
can induce different orderings of Bn.

1.4. Examples of coinciding Nielsen–Thurston orderings. We are now
ready for the second set of examples. We shall see that geodesics which on superficial
inspection appear to have no resemblance can give rise to the exact same orderings.
This happens if they cut the disk Dn into pieces in essentially the same way.

At the same time we shall see that the σ-ordering considered throughout the
book is a special case of an ordering arising from our Nielsen–Thurston type con-
struction. This yields the seventh equivalent definition of the σ-positive ordering
mentioned in the introduction: we consider the ordering associated with the geo-
desic Γb, and its obvious generalization to disks with any finite number of punctures.
We saw earlier that σp

3 <b σq
2 <b σ1 holds for all natural numbers p and q. In fact,

we have the following stronger result:

Proposition 1.8. (i) Let Γb be the geodesic in Dn indicated in Figure 5(a).
Then the ordering <b coincides precisely with the σ-ordering, i.e., for all braids β, β′

in Bn we have β <b β′ if and only if the endpoint of the lifting of β(Γb) is smaller
(as a real number) than the endpoint of the lifting of β′(Γb).
(ii) The same statement holds for the geodesic Γb′ in Figure 5(b).

Proof. Throughout the proof we shall refer to Figure 5. The proof is exactly
the same for the two geodesics Γb and Γb′ . In both cases, the geodesic has an initial
segment up to the first self-intersection which separates the leftmost puncture from
the other three. Moreover, if we pull tight the loop around the first puncture, we
obtain exactly the first curve in the trivial curve diagram of Figure 5(c).
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**

******

***

* *

(a)

(d)

(g)

(b)

(e)

(h)

(c)

(f)

(i)

Γb Γb′

from now on
anything at all

1 2 3 4

S1

S1

S1

S1

Figure 5. Two different geodesics Γb and Γb′ giving rise to the same
ordering—in fact, this is exactly the σ-ordering considered thoughout this
book. Figures (d)–(f) analyze Γb, Figures (g)–(i) analyze Γb′ .

Considering the action of a braid β on these initial segments, we observe that
the braid sends the segments further to the left if and only if it sends the first curve
of the curve diagram in figure (c) to the left. In other words, the relation β >b 1 or
β >b′ 1 holds if and only if β admits a σ1-positive braid word representative—here
we are using the characterisation of the σ-ordering given in Chapter X. In the same
way, for braids β which possess a σ1-negative representative word, we have β <b 1
and β <b′ 1. Finally, the inital segments of Γb and Γb′ are fixed up to isotopy if and
only if the braid admits a σ1-free representative word, i.e., one without a letter σ1

or σ−1
1 . In summary, the action on the initial segments in Figures 6(d) or 6(g)

already tell us whether a braid admits a σ1-positive or a σ1-negative representative
word, and we only need to consider the later parts of the curves if the braid admits
a σ1-free representative word.

So from now on we suppose that the braid β admits a σ1-free representative.
Then the braid β is guaranteed to have a representative in the mapping class group
whose support is disjoint from the region with geodesic boundary drawn shaded
in Figures 5(e) and 5(h). Thus it is completely irrelevant for the induced ordering
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what the geodesic does between the first self-intersection and the moment when it
leaves the shaded region.

When the geodesic enters the region which contains the three rightmost punc-
tures, we consider its segment up to the next self-intersection or the moment it reen-
ters the shaded region—whichever happens first. These segments for Γb and Γb′ ,
drawn with bold line in Figures 5(e) and 5(h), both separate the second puncture
from the third and fourth, and they do so in two ways which are essentially equiva-
lent to each other. The precise sense in which the bold lines in Figures 5(e) and 5(h)
are equivalent is the following: if in each of the figures we add a neighbourhood of
the bold line to the shaded region and then delete the bold lines themselves, we
obtain two isotopic figures.

Since the braid β admits a σ1-free representative braid word, it induces a braid
on three strings, which has a representative that acts only on the non-shaded disk
containing punctures number 2, 3 and 4. We can now use exactly the same argument
as in the first step. The bold line is sent further to the left or right respectively,
if and only if curve number 2 in the trivial curve diagram of Figure 5(c) is sent
to the left or right, respectively. We remark that the cut is clockwise around the
second puncture in Figure 5(e) but counterclockwise in 5(h)—however, we observe
that this difference in orientation makes no difference for the induced ordering if
only one puncture is being cut off.

If the bold lines in Figures 5(e) and 5(h) are fixed up to isotopy, i.e., if the
braid β admits a representative braid word which is σ2-free as well, then we consider
the only region of Dn which can still support a non-trivial element of Bn, namely
the disk with geodesic boundary containing punctures number 3 and 4, as shown
in Figures 5(f) and 5(i). Again, it is irrelevant for the induced ordering what the
homotopy class of the geodesic is between the last point of the bold arc in the
previous step and the first intersection point with the disk around the last two
punctures. For instance, the part of the curve Γb′ which is drawn as a dotted arc in
Figure 5(i) may be replaced by an arbitrarily complicated arc in the shaded region
of Figure 5(i) without any effect on the induced ordering.

Finally, the bold arcs in Figures 5(f) and 5(i) separate the remaining two punc-
tures. We recall that we are now considering the case where the braid β can be
represented by a word σp

3 with p in Z. We observe that the arcs drawn in bold face
in Figures 5(f) and 5(i), as well as the arc number (3) in the curve diagram (c), are
sent further to the left in the case p > 0, are stabilized in the case p = 0, and are
sent further to the right in the case p < 0.

Remark 1.9. There are orderings of Bn which cannot be obtained by our
Nielsen–Thurston type construction. For instance, one can consider the exponent
sum homomorphism ε : Bn → Z, and define a left-invariant ordering <ε by declaring
that β <ε β′ is true if we have either ε(β) < ε(β′), or ε(β) = ε(β′) and β < β′ (in the
σ-ordering). One can prove that the ordering <ε is not conjugate to any ordering
of Nielsen–Thurston type.

2. The classification of orderings induced by the action on R

In this section we state the main classification theorems for orderings arising
from our action of Bn on the real line, and outline the proof. The explanation given
here, using certain sequences of subsurfaces of Dn, is not quite the same as the one
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in [182], which uses curve diagrams. However, the two approaches are essentially
equivalent.

2.1. The outline of the classification. We start with a very rough clas-
sification of Nielsen–Thurston type orderings into two classes: those arising from
geodesics of finite and infinite type.

Definition 2.1. A geodesic Γx in Dn fills the disk Dn, or is filling, if Dn \Γx

has no path-connected component that contains two or more of the punctures of Dn.

For instance, the geodesics in Figure 2(b), (c), and (d) are filling whereas the
one in (a) is not. We shall only be interested in geodesics filling Dn, because we
know from Lemma 1.6 that those that are not filling do not give rise to linear
orderings.

Definition 2.2. A filling geodesic Γ is of finite type if one of the following
two conditions is satisfied: either a finite initial segment of the geodesic already
separates the punctures, or the geodesic falls into a puncture, in the sense that one
of the punctures has the property that all but a finite initial segement of Γ lies in
its cusp neighbourhood. A filling geodesic which is not of finite type is of infinite
type.

For instance, the geodesics in Figures 2(b) and 2(c) are of finite type, and the
one in Figure 2(d) of infinite type. We stress that a finite type geodesic is not
necessarily finite in length; for instance, a geodesic that falls into a puncture is
infinite. Also, the geodesic Γb′ in Figure 5(b) is of finite type, regardless of whether
it terminates after finite time on ∂Dn or continues forever.

So a first, very rough classification of orderings arising from our action of Bn

on R is as follows: they are all induced by filling geodesics, and each such geodesic
is either of finite or of infinite type. We shall see that orderings arising from the two
types of geodesics have very different properties, and we will treat the two cases
separately.

2.2. Finite type geodesics. We start by looking at finite type geodesics. We
are going to construct a geometrical invariant of such geodesics which contains just
enough information about the geodesic in order to specify the induced ordering,
but no more.

Definition 2.3. A subsurface sequence is a finite sequence S0,S1, ... ,Sn−1 of
open connected submanifolds of Dn satisfying Si ⊂.= Si+1 for i = 0, ... , n− 2. More-
over, we require that S0 is a regular neighbourhood of ∂Dn, and that Sn−1 is Dn.
We also require that, for i > 0, all components of ∂Si, where Si is the closure of Si,
are simple closed geodesics, one of which is ∂Dn. Finally, some of the surfaces must
carry a certain extra structure, which will be specified below.

We shall not indicate the submanifold S0, which is just an annular neighbour-
hood of ∂Dn, in our pictures.

In the above situation, the surface Si must be homeomorphic to a disk with
i + 1 holes (here the punctures are considered to be holes)—in particular Si+1 is
obtained from Si by adding one boundary component of the closure Si and, along
this boundary component, an open surface homeomorphic to a disk with two holes.
Thus if we compare the number of boundary components of Si to those of Si+1, we
can see three possible effects:
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(i) either Si+1 has one less boundary component than Si, as in the transition
from (c) to (d) in Figure 6,

(ii) or the number of boundary components remains constant, as in the transi-
tion from (e) to (f) in Figure 5,

(iii) or it may increase by one, similar to the transition from (b) to (c) in
Figure 6.

Definition 2.3 (continued). In case (iii), i.e., when Si+1 has two boundary
components which were not present in Si while one boundary component of Si

has disappeared, there must be one more piece of information present, namely a
transverse orientation to a geodesic segment that connects the two new boundary
components of Si+1 inside Si+1 \ Si.

* * *

*

(a)

(b) (c) (d)

γ

Γ[0,T ]

a transversely oriented arc
connecting the two boundary
components of S1

S1 S0

Figure 6. An example of the subsurface sequence associated to a geodesic Γ.

Examples of subsurface sequences can be found in Figures 5(d)–(f), 5(g)–(i)
and 6(b)–(d).

Definition 2.4. Two subsurface sequences S0, ... ,Sn−1 and S ′
0, ... ,S ′

n−1 are
conjugate if there exists a homeomorphism ϕ of Dn such that ϕ(Si) is isotopic
to S ′

i for i = 1, ... , n − 1. Moreover, if Si comes equipped with a transversely
oriented geodesic arc, then the same must be true for S ′

i, and ϕ must carry (up
to isotopy) the transversely oriented arc of Si to the one of S ′

i, preserving the
transverse orientation.

Next we explain using Figure 6 how a finite or infinite geodesic Γ : [0, M ]→ Dn

or Γ : [0,∞) → Dn gives rise to a subsurface sequence. For t, t′ in the domain of Γ,
we denote by Γ[t,t′] the restriction of Γ to the interval [t, t′]. Let T be the smallest
real number so that the initial segment Γ[0,T ] of Γ has a self-intersection. Then
Dn \ Γ[0,T ] has two path components, each of which contains at least one of the
punctures of Dn. We take an open regular neighbourhood S̃1 of ∂Dn ∪ Γ[0,T ], and
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define the surface S1 to be the unique subsurface of Dn which is homotopic to S̃1

and whose closure has geodesic boundary components. Note that, if Dn \ Γ[0,T ]

has a component which contains only one puncture, then S1 contains that entire
component: see for instance Figure 5(e) and (h), where the boundary components
of S̃1 that encircled the leftmost puncture has disappeared in S1. Thus, if both
components of Dn \Γ[0,T ] contain only one puncture, then we are in case (i) above,
if one component contains one puncture and the other contains more, then we are
in case (ii), and if both of components of Dn \Γ[0,T ] contain two or more punctures
of Dn, then we are in case (iii). In the last case, S1 has two boundary components,
which we connect by a geodesic segment in S1—this segment is unique up to isotopy.
We equip this geodesic segment with the transverse orientation induced from the
orientation of Γ[0,T ]. For instance, in Figure 6 the orientation of the curve in (b)
induces the transverse orientation on the geodesic arc in (c). This completes the
construction of S1.

The construction of the whole sequence of subsurfaces is now inductive. Let
T ′ be the smallest positive real number with the property that Γ(T ′) /∈ S1. The
segment Γ[T,T ′] of Γ can be completely ignored. Furthermore, the point Γ(T ′) lies in
the boundary of one of the components of Dn \ S1, which are punctured disks. We
look at the shortest initial segment of Γ[T ′,∞) which either shows a self-intersection
or intersects S1 again. We add an open neighbourhood of this segment to S1,
and homotope the resulting subsurface so that its closure has geodesic boundary.
This homotopy may kill some boundary components of S1, like in the previous
paragraph. This procedure yields the surface S2, etc.

Now, we have the following classification result for the finite type orderings:

Proposition 2.5. (i) If Γx is a filling geodesic of finite type, then it induces
a linear ordering, i.e., Stab(x) is trivial. Two filling geodesics of finite type Γx

and Γy induce the same ordering if and only if they give rise to the same subsurface
sequence. Moreover, Γx and Γy induce conjugate orderings if and only if their
subsurface sequences are conjugate.
(ii) All orderings arising from filling geodesics of finite type are discrete.

Proof (sketch). (See [182] for full details.) The essential observation is that
one can reconstruct the ordering <x from the subsurface sequence associated to Γx.
Indeed, suppose that β is an element of Bn, and we want to decide which of β >x 1,
β = 1, or β <x 1 is true. We start by choosing the maximal integer i such that β
has a representative homeomorphism with support disjoint from Si. Then we let
Γ be an embedded geodesic segment in Si+1 with endpoints in ∂Si, which cannot
be homotoped into Si: up to a movement of the endpoints in ∂Si, there is only
one such segment. Now we restrict our attention to the component D′ of Dn \ Si

which contains Si+1 \ Si. The segment Γ cuts the punctured disk D′ into two
components. If one of these components contains only one of the punctures of Dn,
then we choose an orientation for Γ arbitrarily. If both components contain at least
two punctures, then our geodesic segment Γ intersects exactly once the transversely
oriented geodesic segment in Si+1 that came with the subsurface sequence. This
transverse orientation induces an orientation of Γ. Now we recall that a represen-
tative of β acts on the punctured disk D′ in a boundary-fixing way. We compare
the geodesic Γ with a geodesic representative of β(Γ) in D′, and, more precisely,
we compare their initial segments with respect to the chosen orientation on Γ. The
key observation, which is proved in [182], is that β >x 1 is true if and only if β(Γ)
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branches off to the left of Γ, and β <x 1 is true if and only if β(Γ) branches off to
the right of Γ. The case β(Γ) = Γ cannot occur, because, if it did, β would have a
representative homeomorphism with support disjoint from all of Si+1.

In particular, if we denote by BS the subgroup of Bn consisting of elements
which have representative homeomorphisms with support in a submanifold S of Dn,
then we have a hierarchy of convex subgroups

{1} = BDn\Sn−1 ⊆ BDn\Sn−2 ⊆ ... ⊆ BDn\S1 ⊆ BDn = Bn.

The ordering we have just constructed is linear. With a little more work one can
prove [182] that two different subsurface sequences give rise to different orderings.
Thus there is indeed a one-to-one correspondence between subsurface sequences
and order types. This completes the proof of (i).

In order to see that the ordering induced by a finite type geodesic Γx is dis-
crete, as claimed in (ii), we observe that Dn \ Sn−2, the complement of the last
proper subsurface in the sequence, consists exactly of one twice-punctured disk.
We consider the element β of Bn which can be represented by a homeomorphism
with support in Dn \Sn−2, which exchanges these two punctures, namely the Dehn
half-twist along an arc in Dn\Sn−2 connecting the punctures—see Definition X.2.5.
This is the smallest element of Bn satisfying β >x 1.

We deduce the number of conjugacy classes of orderings of finite type on Bn:

Proposition 2.6. For n ! 2, the number Nn of conjugacy classes of orderings
of finite type of Bn is given by the recursive formula

N1 = 1, N2 = 1, and Nn =
n−2∑

k=1

(
n− 2
k − 1

)
Nk Nn−k.(2.1)

Proof. It is easy to show constructively that every subsurface sequence can
be obtained as the subsurface sequence associated to some finite type geodesic.
Therefore it suffices to prove that the number of conjugacy classes of subsurface
sequences is given by (2.1). For our proof, it is more convenient to rewrite the
formula as

N2 = 1, and Nn = Nn−1 +
n−2∑

k=2

(
n− 2
k − 1

)
Nk Nn−k.(2.2)

It is this formula that we shall prove.
The proof is by induction. For n = 2, (2.2) is obvious, since all our orderings

must satisfy σ1 > 1, and there is only one ordering of B2
∼= 〈σ1〉 ∼= Z satisfying this

condition.
Assuming that (2.2) holds for fewer than n punctures, we shall try to count

conjugacy classes of subsurface sequences in Dn. There are two possibilities to be
considered: either S1 has one boundary component in the interior of Dn or two,
corresponding to cases (ii) and (iii) in Definition 2.3. The two cases will correspond
also to the two summands in (2.2).

In the first case we can, after a suitable conjugation, suppose that S1 surrounds
the leftmost puncture, and ∂S1 contains no point left of the leftmost puncture. Then
there are, up to conjugacy, Nn−1 ways left to complete the subsurface sequence in
the remaining disk Dn \ S1, which contains the punctures number 2, ... , n.
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In the second case, we can by a suitable conjugation achieve that S1 is isotopic
to a neighbourhood of ∂Dn, together with a neighbourhood of a vertical line be-
tween punctures number k and k + 1 for 2 " k " n − 2, and moreover that the
transverse orientation on the horizontal geodesic segment that connects the two
boundary components of S1 in the interior of Dn points upwards. The number
k is uniquely determined by these requirements. Thus we have found a way to
conjugate a given subsurface sequence such that S1 is of some canonical type, and
we have to classify the possible ways of continuing the subsurface sequence. A sub-
surface sequence must contain n− 2 more elements S2, ... ,Sn−1. Among the pieces
Si \ Si−1, exactly k − 1 must lie in the left half, i.e., in the component of Dn \ S1

which contains punctures number 1, ... , k, and n − k − 1 in the right half, i.e., in
the component of Dn \ S1 which contains punctures number k + 1, ... , n. There are(n−2

k−1

)
ways to distribute the k−1 steps in the left half over the n−2 steps that are

left to be made. Moreover, in the left half there are Nk, and in the right half Nn−k

different subsurface sequences. Thus in the second case there are
(n−2

k−1

)
Nk Nn−k

different subsurface sequences once the choice of S1 has been made.

For instance, we get N2 = 1, N3 = 1, N4 = 3, N5 = 9, N6 = 39, N7 = 189 and
N8 = 1107—this last value is misprinted in [182]. The three different conjugacy
classes of orderings of B4 are represented by the geodesics Γb of Figure 5 (the
associated ordering is the σ-ordering), and Γc and Γc′ of Figure 4.

It is an interesting fact that this sequence is known in combinatorics [159] in
the following form: if we denote νn = Nn+1, then νn is the number of permutations
on n letters without double descent and without initial descent, i.e., such those
permutations π such that π(i) > π(i + 1) implies π(i) > π(i− 1). Its generating
function—see [194]—f(x) =

∑
n!0 νn

xn

n! satisfies the differential equation f ′(x) =
1− f(x) + (f(x))2, and can even by given explicitely by

f(x) =
1 + 1√

3
tan(

√
3

2 x)

1− 1√
3

tan(
√

3
2 x)

This finishes our discussion of finite type geodesics.

2.3. Infinite type geodesics. We now turn our attention to filling geodesics
of infinite type. Such geodesics are necessarily infinite, because they fill the disk Dn

while no finite initial segment does. Contrary to what may be suggested by Fig-
ure 2(d), such geodesics may have some self-intersections, but only finitely many.
More precisely, if Γ : [0,∞) → Dn is a filling geodesic of infinite type, then there
exists a T in R+ such that all the self-intersections of Γ occur in the initial seg-
ment Γ[0,T ]. Cutting the disk Dn along this initial segment one obtains some
simply-connected pieces, some pieces containing exactly one puncture, and exactly
one piece that contains two or more punctures—in fact we shall see that this last
component necessarily contains at least three punctures. The geodesic Γ([T,∞))
separates the punctures in this last component, but no finite initial segment does;
actually, it looks like an infinite type geodesic without self-intersections. Therefore
we can restrict our attention to such geodesics without self-intersection.

There is a large body of literature that helps us to understand what a filling
infinite type geodesic Γ without self-intersections must look like. Indeed, let us con-
sider the bi-infinite, oriented path in Dn obtained by running along the geodesic Γ
in the opposite direction (terminating on ∂Dn), followed by one turn around the
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circle ∂Dn, followed by the path Γ again, this time in the same direction as Γ. The
closure of the unique geodesic isotopic to this path is a geodesic lamination of Dn

in the sense of Nielsen–Thurston theory [34].

Definition 2.7. A subsurface sequence of infinite type is a finite sequence S1,
... , Sk, with k < n−1, of open connected submanifolds of Dn such that S1, ... ,Sk−1

satisfy the same conditions as the elements of a subsurface sequence according to
Definition 2.3. Moreover, the surface Dn \ Sk−1 must be connected, i.e., homeo-
morphic to a disk with n − k + 1 punctures. The surface Sk must include Sk−1,
and Sk \ Sk−1 must be one complementary region of a geodesic lamination in the
punctured disk Dn \ Sk−1. In particular, the frontier of Sk must form a geodesic
lamination in Dn \ Sk−1.

From any filling geodesic of infinite type one can construct a subsurface se-
quence of infinite type: the construction procedure is entirely analogous to the
finite type case.

A lot is known about the nature of geodesic laminations, and their behaviour
under the action of Bn [34, 170]. All we need to know for our purposes are the
following facts: there are uncountably many geodesic laminations for Dn for n ! 3,
whereas for n = 2 there are only the simple closed curves. For any element β of Bn,
the action of β on Dn stabilizes either zero or two geodesic laminations—and if
there are two, then β is said to be pseudo-Anosov, and the two laminations are
called the stable and unstable laminations of β.

Then we have the following classification result for infinite type orderings:

Proposition 2.8. (i) All orderings arising from infinite type geodesics are
dense.
(ii) All but countably many of the uncountably many geodesics of infinite type in-
duce linear orderings of Bn, i.e., all but countably many infinite-type geodesics Γ
have the property that Stab(Γ) is trivial.
(iii) Two geodesics Γx, Γy of infinite type induce the same ordering if and only if
they give rise to the same subsurface sequence. Two geodesics Γx, Γy of infinite type
induce conjugate orderings if and only if their subsurface sequences are conjugate.
(iv) There exist uncountably many different orderings of Bn which arise from infinite-
type geodesics, and also uncountably many conjugacy classes of such orderings.

Proof (sketch). Let Γx be a filling geodesic of infinite type. For the proof
of (i), we notice that for an arbitrarily long initial segment of Γx one can find a
geodesic arc connecting two punctures which is disjoint from the initial segment
of Γx. So in order to find an element β of Bn such that β(x) is arbitrarily close
to x, it suffices to take a homeomorphism representing a non-trivial element of Bn

with support in a neighborhood of the geodesic arc, for instance a Dehn half-twist
along that arc.

For the proof of (ii), we recall that the group Bn is countable, and that each
element of Bn stabilizes at most two geodesic laminations. Moreover, only count-
ably many geodesics of infinite type can give rise to the same subsurface sequence.
It follows that there can only be countably many geodesics which are stabilized by
a non-trivial element of Bn.

Point (iii) is proved in [182]. The idea of the proof is quite similar to the
finite-type case. No proof will be given here.
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As for (iv), the fact that there are uncountably many orderings induced by
geodesics of infinite type follows immediately from statements (ii) and (iii). Indeed,
there are even uncountably many conjugacy classes of such orderings, because we
have the countable group Bn acting by conjugation on our uncountable set of
orderings. The set of orbits is still uncountable.

3. The subword property for all Nielsen–Thurston type orderings

The approach taken in this chapter yields a very natural proof of the left-
orderability of Bn. However, it is not well-adapted to proving Properties A and C
in isolation, which refer specifically to σ1-positive and σ1-negative braid words; in
this chapter, we shall not persue these two properties further. Nevertheless, it is
interesting and satisfying to see that all orderings of Nielsen–Thurston type do
satisfy the subword property, i.e., the counterpart of what was called Property S
in the case of the σ-ordering:

Proposition 3.1. If <x is the ordering arising from our action of Bn on a
point x of ∂D̃n with Stab(x) = {1}, then we have σ1β >x β.

As the σ-ordering is a particular Nielsen–Thurston ordering, and every σi is a
conjugate of σ1, we deduce:

Corollary 3.2 (Property S). Every braid of the form β−1σiβ is σ-positive.

Proposition 3.1 is an immediate consequence of the following stronger result:

Lemma 3.3. If x is any point in ∂D̃n\{∗} (which is homeomorphic to R), then
we have σ1(x) ! x for the ordering induced by the ordering of R.

Roughly speaking, this means the following: let us suppose that we sit at the
point ∗ of ∂D̃n and look toward ∂D̃n \ {∗}. During a σ1-action, we will see a
homeomorphism of ∂D̃n \ {∗} which moves some points further to the left, and
leaves others fixed, but no points will jump to the right.

Proof of Lemma 3.3 (sketch). The homeomorphism σ1 of Dn is, up to
isotopy, a Dehn half-twist along a geodesic arc e connecting the first two punctures.
The preimage ẽ of e in D̃n consists of an infinite number of geodesics, each con-
necting two points of D̃n ∩ S1

∞, which are preimages of the punctures under the
projection p. We include those preimages in ẽ.

Let, as before, Γ̃x be a geodesic in D̃n connecting ∗ to x, and Γx be its projec-
tion. Three cases are possible.

Case 1. The geodesic Γ̃x is disjoint from ẽ. This means that Γx may be assumed
to be disjoint from the support of the Dehn half-twist σ1, hence we have σ1(x) = x.

Case 2. The geodesic Γ̃x intersects ẽ transversely. We pay attention to the
preimage e0 of e that is met first when we go along Γ̃x starting from ∗. Let x′ and x′′

be the endpoints of e0, with x′ < x′′. Since e0 intersects Γ̃x we have x′ < x < x′′.
From the definition of the Dehn half-twist, one can see that the lifting of σ1 maps x′

to x′′. Indeed, the image of the geodesic Γ̃x′ connecting ∗ to x′ will be a curve that
goes along Γ̃x′ almost to the end, then turns left and goes along e0 to x′′. Since
the σ1-action on R is order-preserving, we have σ1(x) > σ1(x′) = x′′ > x.

Case 3. The geodesic Γ̃x does not intersect ẽ transversely but goes from ∗ to
an endpoint of a geodesic contained in e. This means that Γx terminates at one of
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the first two punctures without intersecting the interior of the arc e. There will be
exactly one geodesic e0 in ẽ connecting x′, i.e., x to some x′′ satisfying x′′ > x′ such
that one can pass inside D̃n from ∗ to any interior point of e0 without intersecting ẽ
meanwhile. As in the previous case, the lifting of σ1 maps x = x′ to x′′, and we
have σ1(x) = x′′ > x′ = x.

Remark 3.4. We end this chapter with an extended general remark. At first
glance, the geometrical approach to braid ordering developed in this chapter has
two disadvantages. Firstly, it is unnatural in the sense that it requires a choice
of hyperbolic metric on the punctured disk Dn—and in particular it uses a non-
trivial result from analysis, namely the uniformization theorem—but the set of
orderings obtained by our construction is independent of this choice. Secondly,
the geometrical approach seems to work only for Bn with finite n, not for B∞.
This makes it natural to wonder if these disadvantages could not be avoided by
translating our geometric approach back into a combinatorial setting.

The answer to this question is that such a combinatorial generalisation is indeed
possible, and we have already seen it: this is exactly the material of Section IX.3
concerning work of J. Funk [92].

Let us recapitulate this section from the point of view of the current chapter.
One can define an ordering of the free group, interpreted as the fundamental group
of the punctured disk π1(Dn). In this ordering, one element of the fundamental
group is larger than a second one if a loop representing the first element goes more
to the left than a loop representing the second. In other words, the relative order
of two elements of π1(Dn) can be decided by lifting them to the universal cover,
and looking at the relative order of their endpoints in the real line ∂D̃n \ {∗}. Now
the braid group acts on this free group π1(Dn), as seen in Chapter IX, and it does
so in an order-preserving fashion. So we can pull back the ordering on an orbit to
obtain an ordering on the braid group. For instance, in Section IX.3 we considered
the orbit of a loop resembling the curve Γb in Figure 2. This alternative approach
to Nielsen–Thurston type orderings is interesting for at least two more reasons: it
makes the geometric ideas described in the current chapter amenable to explicit
computation, and it points towards connections of braid orderings with the theory
of toposes [92].



CHAPTER XIV

The Space of all Braid Orderings

In this chapter, we consider the totality of all possible orderings of a given group,
with special emphasis on the braid groups. The idea of putting a topology on this
set has been considered for several years by such experts as E. Ghys, A. Sikora and
others; its first appearance in the literature seems to be the paper [186] by Sikora.
This approach has already led to significant advances in the study of orderable
groups, for example in [155].

The space of (left-invariant) orderings is, for many groups, homeomorphic with
the classical Cantor set, but we will see that the braid groups are an exception,
although their spaces of orderings do contain certain natural Cantor sets. One
advantage of this point of view is that it gives us another way, different from the
method of Chapter XIII, to prove the existence of uncountably many distinct—in
fact non-conjugate—orderings of the braid groups, all of which have the subword
property, and therefore well-order the braid monoid B+

n.
This short chapter is organized as follows: we gather a few general results about

the space of orderings of a group in Section 1, whereas, in Section 2, we concentrate
on the specific case of braid groups.

1. The spaces of orderings on a group

Here we will define a natural topology for the set of all left-invariant orderings on
a left-orderable group. We describe the action of the group and its automorphisms
by homeomorphisms on that space.

1.1. A topology on the powerset. We begin by recalling some basic point-
set topology. If X is a set, we use the notation {0, 1}X to denote the set of all
subsets of X, which is in one-to-one correspondence with the set of all functions
from X to the set {0, 1}. A subset Y of X corresponds to the function that maps x
to 1 if and only if x lies in Y .

Being a special case of a product space, in which {0, 1} has the discrete topology,
we give {0, 1}X the product topology: a basic open set consists of all functions in
{0, 1}X with specified values on a specified finite subset of X, and arbitrary values
for all other x in X. In the language of subsets, a basic open set is obtained by
choosing a finite subset {x1, ... , xp, y1, ... , yq} of X; the corresponding open set then
is {S ∈ {0, 1}X | x1∈S, ... , xp∈S, y1 /∈S, ... , yq /∈S}. We allow the possibility that
the set of xi or yj , or both, are empty.

By a famous theorem of Tychonoff, since {0, 1} is a compact space, {0, 1}X is
also compact. In addition, {0, 1}X is totally disconnected, meaning that any two
points lie in disjoint open sets whose union is the whole space. To see this, consider
subsets S1 and S2 of X. If S1 and S2 are distinct, then there exists x0 in S1 such
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that x0 /∈ S2—or vice-versa. Then the two open sets {S ⊆ X | x0 ∈ S} and
{S ⊆ X | x0 0∈ S} of {0, 1}X separate S1 and S2, and their union is all of {0, 1}X .

If X is a countably infinite set, we can fix an enumeration x1, x2, ... of X and
define the distance between two subsets A, B of G to be the sum of terms 2−k for
all k such that xk belongs to the symmetric difference of A and B. In this way,
{0, 1}X becomes a metric space.

We recall that every nonempty compact metric space which is totally discon-
nected and has no isolated point is homeomorphic to the Cantor set—see, for ex-
ample, [109, Corollary 2.98]. Therefore, we have the following criterion:

Lemma 1.1. If X is a countably infinite set, and S is a closed nonempty subset
of {0, 1}X , then S is homeomorphic to the Cantor set if and only if S has no isolated
point.

1.2. A topology for the set of all orderings of a group. We turn to the
specific case of left-invariant orderings of a group.

Definition 1.2. If G is a group, the set of all left-invariant orderings of G is
denoted LO(G), and the set of all bi-invariant orderings of G is denoted O(G).

In the sequel, we identify a left-invariant ordering ≺ of G with its positive
cone P , and we will pass freely from one point of view to the other, sometimes
referring to the cone P as an ordering of the group. Recall that a subset P of G
is the positive cone of a left-invariant ordering precisely when the following hold:
(i) P · P ⊆ P , (ii) P ∩ P−1 = ∅ and (iii) G \ {1} = P ∪ P−1.

Thus we can consider LO(G) as a subset of the collection {0, 1}G of subsets
of G. Then, it is natural to equip LO(G) with the topology induced by the product
topology on {0, 1}G considered above. Note that this topology is the smallest
topology so that, for any given g, h ∈ G, the set Ug,h of left-invariant orders ≺ of
G satisfying g ≺ h, is an open set. This open set is identified with the set of all
positive cones P for G satisfying g−1h ∈ P . Then the following is clear [186]—an
alternative argument can be found in [41].

Proposition 1.3. For every group G, the spaces LO(G) and O(G) are com-
pact, totally disconnected spaces and O(G) ⊆ LO(G) ⊆ {0, 1}G are inclusions of
closed subsets.

Proof. As the space {0, 1}G is compact and totally disconnected, it suffices
to see that LO(G) and O(G) are closed in {0, 1}G, i.e., that not being a positive
cone is an open condition. Now P fails to satisfy Condition (i) if there exist g, h
in P such that gh does not belong to P , i.e., if P belongs to the open set

⋃

g,h∈G

{P | g ∈P , h∈P , gh /∈P}.

Similarly, P fails to satisfy Conditions (ii) or (iii) if it belongs to the open sets
⋃

g∈G

{P | g ∈P , g−1 ∈P} or
⋃

g∈G\{1}

{P | g /∈P , g−1 /∈P},

respectively. So {0, 1}G \ LO(G) is the union of three open sets, and it follows
that LO(G) is closed in {0, 1}G. Similarly, the condition that the left-invariant
ordering associated with P fails to be right-invariant means that there exist g, h
in G satisfying g ∈ P and hgh−1 /∈ P , again an open condition.



1. THE SPACES OF ORDERINGS ON A GROUP 257

By Lemma 1.1, if G is infinite and countable, {0, 1}G is a metric space home-
omorphic to the standard Cantor set, and, therefore, the spaces LO(G) and O(G)
may be viewed a closed subspaces of the Cantor set.

Note that, to specify a neighbourhood of a positive cone P , we do not need
to consider conditions of the form g 0∈ P , as this is equivalent to the statement
g−1 ∈ P .

Definition 1.4. [6] An ordering ≺ in LO(G) is said to be finitely determined
if there is a finite subset {g1, ... , gk} of G such that ≺ is the unique left-invariant
ordering of G satisfying 1 ≺ gi for i = 1, ... , k.

For instance, if the positive cone of ≺ is finitely generated as a semigroup, then
≺ is finitely determined. Clearly, a left-invariant ordering is finitely determined if
and only if it is not a limit point of LO(G), so we conclude:

Proposition 1.5. For a countable group G, the space LO(G) is homeomorphic
to the Cantor set if and only if it is nonempty and no left-invariant ordering of G
is finitely determined.

Left-orderable groups having only finitely many left-invariant orderings have
been classified by Tararin—see for instance [126]. The simplest example is the
infinite cyclic group, which has two left-invariant orderings. A less trivial example is
the Klein group 〈a, b; aba−1 = b−1〉, which has four left-invariant orderings. Notice
that, if a group has only a finite number of left-invariant orderings, then each of
them is finitely determined. On the other hand, according to Linnell [138]—see
also [161]—the number of left-invariant orderings on a group cannot be countably
infinite. For the case of Abelian groups, Sikora [186] proved the following

Proposition 1.6. If G is a countable free Abelian group of rank greater than 1
that is torsion-free, the space LO(G) is homeomorphic to the Cantor set—and it is
of course equal to O(G) in this case.

Notice that Abelian groups are left-orderable if and only if they are torsion-
free. This is also the case for nilpotent groups. Actually, for countable torsion-free
nilpotent groups, the result of Proposition 1.6 still holds [161].

Sikora made the following conjecture.

Conjecture 1.7. Let Fn denote the free group of rank n. For n ! 2, both
LO(Fn) and O(Fn) are homeomorphic to the Cantor set.

There exist two independent proofs showing that LO(Fn) is homeomorphic to
the Cantor set. The first [153] uses the theory of lattice-ordered groups, while
the second [161] uses analysis of the dynamics of the real line associated with an
ordering. The case of O(Fn) seems to be open, at the time of this writing.

We will prove the analogue of the conjecture for infinitely generated free groups
in the next section, by a rather trivial argument, but which illustrates some key
concepts of this point of view.

1.3. Actions on LO(G). Assume that ϕ is a group automorphism of G. Then
for every left-invariant ordering ≺ of G, there is a corresponding left-invariant or-
dering ≺ϕ, defined by x ≺ϕ y if and only if ϕ(x) ≺ ϕ(y). It is easy to see that the
mapping ≺*→≺ϕ, and its inverse, are continuous. Moreover, we have (≺ϕ)ψ =≺ϕψ,
so this defines a natural action of Aut(G) on LO(G) by homeomorphisms. Re-
stricted to the cyclic subgroup generated by a single non-trivial automorphism ϕ
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of G, for example, we have an action of Z on LO(G). The fixed set of this action
consists of all orderings which are ϕ-invariant, i.e., satisfy ϕ(x) ≺ ϕ(y) ⇔ x ≺ y.

This applies in particular to the case of inner automorphisms of G, leading
to the notion of conjugate orderings already introduced in Definition XIII.1.5. If
g ∈ G is fixed and ≺ is an element of LO(G), define ≺g by x ≺g y if and only if
xg−1 ≺ yg−1 for all x, y in G. One easily checks that for fixed g ∈ G, the function
≺*→≺g is a homeomorphism of LO(G), and the equality (≺g)h =≺gh holds. In
other words, this defines a right-action of G on LO(G). It is really a conjugation,
because x ≺g y is equivalent to gxg−1 ≺ gyg−1. The subspace of LO(G) fixed by
all g in G under this action is exactly O(G).

This action was used by D. Witte Morris [155] in a beautiful proof that, for
amenable groups, left-orderability is equivalent to local indicability—see Defini-
tion XV.5.1 and the accompanying discussion. We will not pursue amenability here,
except to mention that braid groups (on three or more strands) are not amenable,
as they contain non-Abelian free subgroups. For five or more strands, they are not
locally indicable—see Section XV.5.1.

In terms of positive cones, the reader may easily check that, if P is the pos-
itive cone for ≺, then the positive cone for ≺ϕ is ϕ−1(P ). In particular, for the
conjugated ordering ≺g, the positive cone is the conjugate g−1Pg.

Moreover, ≺ is bi-invariant if and only if ≺ϕ is also bi-invariant, so the auto-
morphism action restricts to an action on O(G).

As an illustration of these ideas, we will prove the following easy proposition.
Let F∞ denote the free group with a countably infinite basis.

Proposition 1.8. The spaces LO(F∞) and O(F∞) have no isolated points,
and hence are homeomorphic to the Cantor set.

Proof. Denote the generators of F∞ by x1, x2, ... Suppose P is the positive
cone for a left-invariant ordering ≺ of F∞. Let U be a basic neighbourhood of P
in LO(F∞). That is, choose a finite subset S of P and take U to be the set of
all positive cones which also contain this subset. Each element of S involves only
finitely many generators, hence we may choose n so that xn does not appear in
any element of S. There is an automorphism ϕ of F∞ satisfying ϕ(xn) = x−1

n , and
ϕ(xk) = xk for k 0= n. Then ≺ϕ is a left-invariant ordering of F∞ whose positive
cone ϕ−1(P ) also includes S. Yet it is distinct from ≺, since xn is positive in one
ordering if and only if it is negative in the other. We see that any neighbourhood
of ≺ contains a different left-invariant ordering, so ≺ is a limit point. The same
argument works for O(F∞).

2. The space of left orderings of the braid groups

At the moment of this writing, our understanding of the structure of the
space LO(Bn) of left-invariant orderings of the braid groups is only fragmentary.
It is interesting in that, unlike the free or free Abelian case, it is not homeomor-
phic to the Cantor set for finite n. However, it is homeomorphic to the Cantor set
for n = ∞.

2.1. The σ-ordering is not isolated. Our goal will be to prove that the
σ-ordering of Bn is not isolated in LO(Bn); in fact we will show that it is a limit
point of its conjugates. The result is established by Navas in [161] through a general
approach for studying left-invariant orderings on general left-orderable groups. Here



2. THE SPACE OF LEFT ORDERINGS OF THE BRAID GROUPS 259

we provide a shorter argument which is more explicit, in that, for each basic open
neighbourhood of the σ-ordering, it gives a method for finding a braid which will
conjugate it into a different ordering which lies in that neighbourhood.

Notation 2.1. In the sequel, we denote by Pn the positive cone associated
with the σ-ordering of Bn, i.e., the set of all σ-positive n-strand braids.

We begin with the case of 3-strand braids, for simplicity and because it implies
the general case. We start with an easy preparatory result.

Lemma 2.2. If β1 is a σ1-positive braid in B3, there exists a σ1-positive braid β
that satisfies 1 < β " β1 and does not commute with σ2.

Proof. If β1 does not commute with σ2, we may take β = β1. Otherwise,
as noted in the proof of Proposition II.3.13, there must exist integers p, q satis-
fying β1 = (σ1σ2σ1)2pσq

2, and the hypothesis that β1 is σ1-positive implies that p
is positive. In this case, we may take, for example, β = σ1σ2. Indeed, we find
β−1β1 = σ1(σ1σ2σ1)2p−1σq

2. Hence β−1β1 is σ1-positive, and β < β1 is true.

Proposition 2.3. The σ-ordering of the braid group B3 is a limit point of its
conjugates in LO(B3).

Proof. Given a finite subset S of P3, we need to find a braid β satisfying
(i) S ⊆ βP3β−1, and (ii) P3 0= βP3β−1.

Let β1 be the <-smallest σ1-positive element of S∪{σ1}. Applying Lemma 2.2,
we find β that satisfies 1 < β " β1 and does not commute with σ2. Let γ be
any element of S. If γ is a power of σ2, then β−1γβ is σ-positive by Property S.
Otherwise, by hypothesis, we have β " β1 " γ, hence 1 " β−1γ and, a fortiori,
1 < β−1γβ since β is σ-positive. So we have β−1Sβ ⊆ P3, i.e., S ⊆ βP3β−1, which
proves (i).

For (ii), note that the least positive element of βP3β−1 is βσ2β
−1. If βP3β−1

were equal to P3, we would deduce βσ2β
−1 = σ2, contradicting the choice of β.

As Navas observed, the proof of Proposition 2.3 implies the general case.

Proposition 2.4. For n ! 3, the σ-ordering of Bn is a limit point of its
conjugates in LO(Bn).

Proof. Let H be the subgroup of Bn generated by σn−2 and σn−1. Then H
is isomorphic to B3 and the σ-ordering of Bn restricted to H corresponds with the
σ-ordering of B3. Moreover, the positive cone for the σ-ordering of H is Pn ∩H.
Let S be a finite subset of Pn. By the proof of Proposition 2.3, there exists β in H
such that β−1γβ is σ-positive for every γ in S ∩H, and β(Pn ∩H)β−1 is distinct
from Pn ∩ H. Assume now γ ∈ S \ H. By hypothesis, γ must be σi-positive for
some i < n − 2. Its conjugate β−1γβ is σi-positive as well, hence σ-positive. We
deduce β−1Sβ ⊆ Pn, hence S ⊆ βPnβ−1. Noting that βPnβ−1 and Pn are distinct,
because their intersections with H are distinct, we conclude as in Proposition 2.3
that Pn is the limit of all its conjugates βPnβ−1.

Corollary 2.5. The positive cone Pn of Bn is not finitely generated as a
semigroup.



260 XIV. THE SPACE OF ALL BRAID ORDERINGS

2.2. Isolated orderings of Bn. We shall now see that the space of left-
invariant orderings of a braid group is quite different from that of a free group.

Proposition 2.6. The space LO(Bn) has isolated points, and hence is not
homeomorphic to the Cantor set.

We saw above that the σ-ordering is a limit point in the space LO(Bn), hence it
cannot be used to prove Proposition 2.6. To do it, we shall consider other orderings
of the braid groups introduced by Dubrovina and Dubrovin in [71]. The positive
cones of these orderings are finitely generated as a semigroups, and are therefore
isolated points in LO(Bn). For the sake of clarity, we will consider the case n = 3
in some detail.

Proposition 2.7. Let PDD be the set of all 3-strand braids that are either σ1-
positive or σ2-negative. Then PDD is a positive cone and, as a semigroup, it is
generated by σ1σ2 and σ−1

2 .

Proof. Let β1 = σ1σ2, β2 = σ−1
2 , and let Q be the subsemigroup of B3

generated by β1 and β2. Clearly β1 and β2 belong to PDD, and so Q is included
in PDD. We need to show that if a 3-strand braid β is not 1, then exactly one of β
or β−1 belongs to Q, according as β ∈ PDD or not.
Case (i): One of β or β−1 is σ2-positive. In this case β equals σp

2 , for some nonzero p
and so β belongs to Q for p < 0, whereas β−1 belongs to Q for p > 0.
Case (ii): The braid β is σ1-positive. This means that there are integers m1, ... , mk

satisfying
β = σm1

2 σ1 σm2
2 σ1 ... σ1 σmk

2 .

The identity σ1 = β1β2 allows us to rewrite this as

β = βp1
2 β1 βp2

2 β1 ... β1 βpk
2 ,

for some integers pi. Now using the equality β1 = β2 β2
1 β2, which is easily checked,

we may express β as a product

β = βq1
2 βr1

1 βq2
2 βr2

1 ... β
rk−1
1 βqk

2

with all qi and ri non-negative integers. This shows that β belongs to Q.
Case (iii): The braid β is σ1-negative. Then β−1 is σ1-positive and we proceed as
in Case (ii) to show that β−1 belongs to Q.

To complete the picture of LO(B3), it can be mentioned that the σ-ordering
of B3 is a limit of the conjugates of the PDD-ordering of Proposition 2.7 [161].
Proving tthis amounts to showing that, for each finite subset S of B3, there exists a
braid β such that every braid in β−1Sβ has the same sign in the σ-ordering and the
PDD-ordering. As many conjugates of σ−1

2 are σ1-negative, this is easily achieved.
Dubrovin and Dubrovina similarly define for each n ! 3 an ordering of Bn

whose positive cone is finitely generated as a semigroup. Indeed, they prove that
the subsemigroup of Bn generated by

(σ1σ2...σn−1), (σ2σ3...σn−1)
−1, (σ3σ4...σn−1), ... , (σn−2σn−1)

(−1)n−1
, (σn−1)

(−1)n

,

is a positive cone and, therefore, the associated ordering is an isolated point in the
space LO(Bn).
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2.3. A Cantor set within LO(Bn). We shall now prove that, although the
space LO(Bn) is not itself a Cantor set, nevertheless, for n ! 3, it contains Cantor
sets in a natural way. We recall that Pn denotes the positive cone of the σ-ordering
of Bn.

Notation 2.8. For n ! 3, we put Zn = {β−1Pnβ | β ∈ Bn}.

By Proposition 2.4, Pn is a limit point in Zn, and so Zn is an infinite set. As
Bn is countable, so is Zn. Note that, because conjugation is a homeomorphism
of LO(Bn), every point of Zn is a limit point of Zn. We now consider the closure
of Zn in LO(Bn).

Proposition 2.9. For n ! 3, let Z̄n denote the closure of Zn in LO(Bn).
(i) The space Z̄n is homeomorphic to the Cantor set.
(ii) Each of the uncountably many orderings in Z̄n has the subword property, that
is, the positive cone contains every braid of the form βσiβ

−1—and hence all of B+
n.

(iii) Each of these orderings is a well-ordering when restricted to B+
n.

(iv) The space Z̄n contains uncountably many conjugacy classes of orderings.

Proof. (i) Each point of Z̄n is a limit point, and Z̄n is a totally disconnected
nonempty compact metric space, so it is homeomorphic to the Cantor set by the
characterization mentioned earlier. To check (ii), we note that Pn has the subword
property—this is Property S—and so does each point of Zn as, by definition, the
subword property is preserved under conjugation. Then, it is enough to check that
satisfying the subword property is a closed condition. Now the set of all orderings
of Bn that fail to satisfy the subword property is the open set

⋃

β∈Bn

n−1⋃

i=1

{P ∈ LO(Bn) | βσiβ
−1 /∈ P}.

Part (iii) is proved from the subword property as in Proposition II.4.1. For (iv),
simply note that each conjugacy class is countable, and the countable union of
countable sets cannot be uncountable, as Z̄n happens to be.

2.4. The case of B∞. We will now show that the space LO(B∞) is homeo-
morphic to the Cantor set, contrary to the spaces LO(Bn) for finite n.

Proposition 2.10. The space LO(B∞) has no isolated points, and hence is
homeomorphic to the Cantor set. Moreover, each element of LO(B∞) is a limit
point of its conjugates.

Proof. Consider an arbitrary positive cone P for a left-invariant ordering
of B∞ and suppose S is a finite subset of P . We will show there is a positive cone
σiPσ−1

i in B∞ which also includes S and is distinct from P .
Choose n such that S is included in Bn. Then, for each i > n, every braid in S

commutes with σi, so we have S = σiSσ−1
i ⊆ σiPσ−1

i .
On the other hand, we claim that there exists i > n such that the sets P and

σiPσ−1
i are different. For otherwise, we consider the subgroup shn(B∞), which is

isomorphic to B∞. The sets P ∩ shn(B∞) and (σiPσ−1
i ) ∩ shn(B∞) are positive

cones for orderings of shn(B∞). If P = σiPσ−1
i is true for each i > n, then the cone

P ∩shn(B∞) of shn(B∞) is invariant under conjugation by all elements of shn(B∞).
This would imply that shn(B∞) and, therefore, B∞ are bi-orderable, which is not
true.
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CHAPTER XV

Bi-ordering the Pure Braid Groups

We saw in Chapter II that the full braid group Bn is left-orderable, but not
bi-orderable for n ! 3. In this chapter, we will see that the pure braid group PBn,
a normal subgroup of Bn of index n!, can be given an ordering invariant under
multiplication on both sides. The key is that free groups are bi-orderable, and PBn

is a semidirect product of free groups, according to Artin’s combing technique.
With appropriate choice of conventions, the ordering has the property that pos-

itive pure braids—expressible in the generators σi using only positive exponents—
are all greater than 1. We will also see that the set PB+

n of all positive pure
n-strand braids is well-ordered under this ordering, and that its order type is the
ordinal ωn−1.

The ordering we will describe for PBn is radically different from those defined
for Bn in earlier chapters. It is natural to ask if there is a possible uniform ordering:
a left-ordering of Bn which restricts to a bi-invariant ordering of PBn. Perhaps
surprisingly, the answer is that this is impossible.

The chapter is organized as follows. In a very short first section, we observe
that pure braid groups must be bi-orderable owing to a general criterion involving
the lower central series. In Section 2, we describe the Artin combing of pure braid
and the Magnus expansion of a free group, which are then used in Section 3 to
construct the concrete bi-invariant ordering of PBn that is the main subject of the
chapter. In Section 4, we investigate the restriction of the pure braid ordering to
positive braids. Finally, the negative results about extending orderings from PBn

to Bn are explained in Section 5.

1. Lower central series

First we recall the definition of the pure braid groups.

Definition 1.1. A braid β is said to be pure if the permutation associated
with β is the identity. The set of all pure n-strand braids is denoted by PBn.

Thus PBn is the kernel of the canonical morphism of Bn onto Sn. Hence PBn

is a normal subgroup of Bn, and there is an exact sequence

1 −→ PBn −→ Bn −→ Sn −→ 1.

The bi-orderability of PBn follows from the work of Falk and Randell in [80],
which shows that the pure braid groups satisfy the hypothesis of the following
proposition. We recall that the definition of the lower central series associated with
a group G,

G = G0 ⊇ G1 ⊇ G2 ⊇ ... ,

263
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is given inductively by Gn+1 = [Gn, G], the group generated by commutators
hgh−1g−1, with h in Gn and g in G. These are normal subgroups of G, and
the quotient groups Gn/Gn+1 are Abelian.

Proposition 1.2. Suppose G is a group which is residually nilpotent, meaning⋂
Gi = {1}, and such that each Gn/Gn+1 is torsion-free. Then G is bi-orderable.

Proof (sketch). It is straightforward to bi-order countable torsion-free Abelian
groups, so take≺n to be an arbitrary bi-invariant ordering of Gn/Gn+1. For any dis-
tinct elements g, h in G, let N(g, h) be the greatest n such that g−1h belongs to Gn,
so it represents a non-trivial class [g−1h] of GN/GN+1. Note that N(h, g) = N(g, h)
always holds. Define g ≺ h if and only if 1 ≺N(g,h) [g−1h]. Then ≺ is a bi-invariant
ordering on G.

Corollary 1.3. [80] For each n, the pure braid group PBn is bi-orderable.

We omit the proof, as the result will be reproved later in this chapter.

2. Artin coordinates and Magnus expansion

We prefer another approach to bi-invariant ordering PBn, which has the ad-
vantage of being more explicit and of defining a well-ordering of PB+

n. The current
section lays the groundwork for this construction, following [123].

2.1. Artin combing. The standard inclusion Bn−1 ⊆ Bn restricts to the
pure braid groups: PBn−1 ⊆ PBn. However, in the case of pure braid groups, the
inclusion has a left inverse.

Definition 2.1. (Figure 1) For n ! 3, we denote by rn the mapping of PBn

to PBn−1 that corresponds to erasing the last strand.

1
2
3

*→
r3

=

Figure 1. The retraction r3: erasing the third strand in σ2
1σ2

2σ2
1 yields σ4

1 :
as we consider pure braids, this is a homomorphism of PBn onto PBn−1.

Lemma 2.2. The mapping rn is a homomorphism of PBn onto PBn−1. The
kernel Fn−1 of rn is the set of pure n-strand braids that can be represented by a
diagram in which the first n− 1 strands go straight across, and it is a free group of
rank n− 1.

Proof. The set of pure n-strand braids representable so that the first n− 1
strands go straight across is isomorphic to the fundamental group of a plane with
n− 1 points removed. As an induction on n and the van Kampen theorem show,
the latter is a free group of rank n− 1 (see Figure 3).

We easily deduce the following structure result which connects the pure braid
groups with free groups. In our context, it will provide an inductive step for de-
ducing an ordering of pure braid groups from an ordering of free groups.

Proposition 2.3. For each n ! 2, the pure braid group PBn is a semi-direct
product of Fn−1 and PBn−1.
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Proof. By Lemma 2.2, we have the exact sequence

1 −→ Fn−1
⊂−→ PBn

rn−→ PBn−1 −→ 1.(2.1)

The inclusion of PBn−1 into PBn is a right inverse for the homomorphism rn, so
the exact sequence of (2.1) is split, and the group PBn is a semidirect product of
PBn−1 with the free group Fn−1.

The process may be iterated to present PBn as a semidirect product of the free
subgroups F1, ... , Fn−1.

Corollary 2.4. Each pure braid β in PBn has a unique expression

β = β1β2 ... βn−1,(2.2)

where βi is a braid that admits a representation with all strands straight, except the
(i + 1)st, which can interact only with strands of lower index.

Definition 2.5. (See Figure 2) For β in PBn, the braids β1, ... , βn−1 of (2.2)
are called the Artin coordinates of β.

β=σ2
1σ2

2σ2
1

︸ ︷︷ ︸ ︸ ︷︷ ︸
β1=r3(β)=σ4

1 β2=β−1
1 β=σ−2

1 σ2
2σ2

1

$

Figure 2. Artin coordinates of the pure braid σ2
1σ2

2σ2
1 : the first coordi-

nate β1 is what remains when all strands but the first two ones are forgotten,
the second coordinate β2 is what remains in the remainder when all strands
but the first three ones are forgotten, etc.

For the sequel we need to fix a basis of the free subgroup Fn−1 of PBn. Several
choices are possible. Here, we take the squares of the generators ai,j used for the
dual braid monoid B+∗

n in Chapter VIII.

Lemma 2.6. (See Figure 3) For 1 " i < j " n, put

xi,j = a2
i,j = σ−1

j−1 ... σ−1
i+1σ

2
i σi+1 ... σj−1.(2.3)

Then, for each j, the braids x1,j , ... , xj−1,j form a basis of the free subgroup Fj

of PBn.

As Fj is a free group, each Artin coordinate of a pure braid admits a unique
reduced expression in terms of the generators xi,j—actually this expression is what
should be called the coordinate.

The operation of finding the Artin coordinates of a pure braid β of PBn and
expressing them in a fixed basis of each free group is known as the combing of β.
Figure 4 shows an example. Geometrically, the process can be described as fol-
lows. We start with any diagram representing β and view combing as an ambient
isotopy that slides the crossings to the right. First, by definition of β1, there is
an isotopy which brings the first two strands into the position of β1; leaving those
two strands fixed and sliding the other strings to the right, we obtain β = β1β′,
with β′ represented by a diagram in which the first two strings are straight; then
we obtain β2 and β′ = β2β′′, with β′′ represented by a diagram in which the first
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1
2
3
4 ∗

1
2
3
4

1
2
3

4
D3

front back

Figure 3. The generator x2,4—or a2
2,4—of PB4: the 4th strand makes a

loop around the second one, passing behind the intermediate third strand:
on the left, the traditional representation, in the middle, the isotopic di-
agram where all strands except the one that makes the loop are pulled
straight, on the right the corresponding loop in the π1 of a disk with 3
punctures—which corresponds to looking at the picture from the side.

β1 = σ4
1

β2 = σ−2
1 σ2

2σ2
1

x1,2 x1,2

x−1
1,3 x2,3 x1,3

$ $

$ $

Figure 4. Combing of the pure braid σ2
1σ2

2σ2
1 : expressing the Artin co-

ordinates β1, β2 in terms of the generators xi,j .

three strings are straight, etc. In describing this process Artin admitted that “any
attempt to carry this out on a living person would only lead to violent protests and
discrimation against mathematics”.

The previous informal description can be turned into an algorithm that, start-
ing with an expression of a pure braid β in terms of the generators σi, returns
expressions for the Artin coordinates of β in terms of the generators xi,j , but we
shall not describe it here—see [36].

2.2. The Magnus expansion. If F is a free group, it is not obvious, at first
glance, that F is bi-orderable. Actually it is known that F satisfies the hypotheses
of Proposition 1.2. But a device of W. Magnus gives a uniform, and pretty, way of
defining an ordering.

We denote by Z〈〈X1, ..., Xn〉〉 the ring of formal power series in n non-commuting
indeterminates Xi. Such series are infinite sums of monomials, each of which is a
word on the letters Xi, so they have the generic form

f =
∑

W∈{X1,... ,Xn}∗

fW W,

where {X1, ... , Xn}∗ denotes the set of all finite length words on the alphabet
{X1, ... , Xn}. The length of the word W is called the degree of the monomial fW W .
As we consider n non-commutative variables, there exist nd monomials of degree d.
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Addition of Z〈〈X1, ..., Xn〉〉 is defined by summing the coefficients, while multipli-
cation is given by

(∑
fW W

)(∑
gW W

)
=

∑

W

( ∑

UV =W

fUgV

)
W.

We use O(Xk) to denote the ideal of Z〈〈X1, ..., Xn〉〉 made of the series involving
only monomials of degree ! k.

Definition 2.7. Assume that F is a free group and (x1, ... , xn) is a basis of F .
The Magnus expansion of F relative to (x1, ... , xn) is the map

µ : F −→ Z〈〈X1, ..., Xn〉〉

defined by
µ(xi) = 1 + Xi, µ(x−1

i ) = 1−Xi + X2
i −X3

i + ···.

Example 2.8. For w = x−1
1 x2x1, we find

µ(w) = (1−X1 + X2
1 −X3

1 + ···)(1 + X2)(1 + X1),

= 1 + X2 −X1X2 + X2X1 + X2
1X2 −X1X2X1 mod O(X4).

Proposition 2.9. [143] Assume that F is a free group, and µ is a Magnus
expansion of F .
(i) The map µ is an injective map of F into 1 + O(X).
(ii) For each nonnegative k, the Magnus image of the kth term in the lower central
series of F is included in 1 + O(Xk+1).

Proof. (i) Let (x1, ... , xn) be the basis of F involved in the definition of µ. Let
w be a non-trivial element of F . Then we can write w = xe1

i1
xe2

i2
... xe"

i"
with % ! 1,

ir 0= ir+1 for r in {1, ... , % − 1} and each er not equal to zero. When expanding
the series µ(w), we find that it involves a unique monomial Xi1Xi2 ...Xi" , and its
coefficient is the product e1e2...e", which is not zero. It follows that µ(w) is not 1.

The proof of (ii) is an easy induction on k, and we leave it to the reader.

Proposition 2.9(ii) is the key to Magnus’ proof that free groups are residually
nilpotent, and it will also be the technical property needed in our construction of
an ordering on PBn.

Remark 2.10. For F a free group based on (x1, ... , xn), Fox defined linear
mappings ∂/∂xi : ZF → ZF for i = 1, ... , n, which are derivations—see [14] or [40]
for details. There is, moreover, an augmentation map ε : ZF → Z. One of the
utilities of these maps is that they give the coefficients of the Magnus expansion.
For w in F , the coefficient of Xi1 ... Xir in µ(w) is given by the appropriate rth
partial derivative, followed by the augmentation, that is:

ε
( ∂rw

∂xi1 ...∂xir

)
.

2.3. Ordering free groups. We can use Magnus expansions to order free
groups. First, we order Z〈〈X1, ..., Xn〉〉 as follows. For each d, the natural ordering
X1 < ... < Xn induces a lexicographical ordering on monomials of total degree d.
We therefore have a natural increasing enumeration of these monomials. For in-
stance, for n = d = 2, the increasing enumeration of the degree 2 monomials is the
sequence (X2

1 , X1X2, X2X1, X2
2 ).



268 XV. BI-ORDERING THE PURE BRAID GROUPS

Definition 2.11. (i) For d ! 0 and f in Z〈〈X1, ..., Xn〉〉, say f =
∑

fW W , we
denote by Cd(f) the sequence (fW1 , ... , fWN ), where W1, ... , WN is the increasing
enumeration of all degree d monomials. We denote by cd(f) the sum of all coeffi-
cients fWi in Cd(f).
(ii) For f, g in Z〈〈X1, ..., Xn〉〉, we declare that f <SumLex g is true if there exists d
such that the sequences Cd′(f) and Cd′(g) coincide for d′ < d, and

• we have cd(f) < cd(g), or
• we have cd(f) = cd(g) and the sequence Cd(f) is lexicographically smaller

than the sequence Cd(g), i.e., there is an index k such that the first k − 1 entries
are the same, and the kth entry in Cd(f) is smaller than the kth entry in Cd(g).

The above comparison procedure is a variant of the so-called DegLex-ordering,
where one first considers the degree, and, then, a lexicographical ordering inside
entries of a given degree. The specificity here is that we give priority to the sum
of all coefficients corresponding to a given degree before starting the lexicographic
comparison, which explains our terminology.

Example 2.12. Let us compare the series f of Example 2.8 with the polyno-
mial g = 1 + X2. In degree 0, there is only the constant monomial, and we find
C0(f) = C0(g) = (1). In degree 1, the increasing enumeration of the two mono-
mials is X1, X2, and we find C1(f) = C1(g) = (0, 1). In degree 2, the increasing
enumeration of the four monomials is X2

1 , X1X2, X2X1, X2
2 , and we have now

C2(f) = (0,−1, 1, 0), and C2(g) = (0, 0, 0, 0).

We find c2(f) = c2(g) = 0, so we compare the sequences C2(f) and C2(g) starting
from the left. The second entry of f is smaller than that of g: so f <SumLex g is true.

Lemma 2.13. The relation <SumLex is a linear ordering of Z〈〈X1, ..., Xn〉〉 that is
invariant under addition, and under multiplication on either side by an element of
the multiplicative subgroup 1 + O(X).

Proof. First we claim that f <SumLex g is equivalent to g − f >SumLex 0. Indeed,
with obvious notation, we have (g − f)W = gW − fW for each monomial W , hence
cd(g − f) = cd(g) − cd(f) for each degree d. Let d be the smallest degree for
which there is a degree d monomial that does not have the same coefficient in f
and g. Then d is also the smallest degree for which there is a degree d monomial
with a nonzero coefficient in g − f . Assume f <SumLex g. Then we have either
cd(f) < cd(g), hence cd(g − f) > 0, or cd(f) = cd(g) and Cd(f) is lexicographically
smaller than Cd(g), hence Cd(g − f) is lexicographically larger than the constant
sequence (0, ... , 0). In both cases, we have g − f >SumLex 0, which proves the claim.

Then, as (g + h)− (f + h) = g− f is true, f <SumLex g implies f + h <SumLex g + h.
For the product, we wish to show that f <SumLex g implies fh <SumLex gh for h

in 1+O(X). By the above observation, it is enough to prove that f >SumLex 0 implies
fh >SumLex 0. Let d be the first degree for which Cd(f) contains at least one nonzero
coefficient. For each degree d monomial W , we have (fh)W = fW , as fU = 0
holds for each proper prefix U of W . So we have Cd(fh) = Cd(f), and, therefore,
fh >SumLex 0 is true.

The argument is similar for left invariance.

Note that the ordering <SumLex on Z〈〈X1, ..., Xn〉〉 is not invariant under an arbi-
trary multiplication, typically by −1.
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Using the Magnus expansion, we define an ordering of every finitely generated
free group with a prescribed basis—naturally called the Magnus ordering.

Definition 2.14. Assume that F is a free group and (x1, ... , xn) is a basis
of F . For w, w′ in F , we declare that w <µ w′ is true if we have µ(w) <SumLex µ(w′),
where µ is the Magnus expansion relative to (x1, ... , xn).

Proposition 2.15. For each finite rank free group F and each basis (x1, ... , xn)
of F , the Magnus ordering of F relative to (x1, ... , xn) is a linear ordering that is
invariant under multiplication on both sides.

Proof. By Proposition 2.9(i), the Magnus expansion is injective, so the re-
lation <µ is a linear ordering on F . Its invariance under multiplication on both
sides follows from Lemma 2.13, since, by construction, the image of Fn under the
Magnus expansion is included in the multiplicative subgroup 1 + O(X).

Example 2.16. Let us compare x2 and x−1
1 x2x1. The Magnus expansions are

µ(x2) = 1 + X2, µ(x−1
1 x2x1) = 1 + X2 −X1X2 + X2X1 mod O(X2).

These series have been compared in Example 2.12: the latter is <SumLex-smaller than
the former. So we have x−1

1 x2x1 <µ x2.

3. The Magnus ordering of PBn

Here comes our main construction. We saw in Proposition 2.3 that the pure
braid group is a semidirect product of free groups. Having ordered free groups via
the Magnus expansion, we shall naturally deduce an ordering of PBn.

3.1. Bi-ordering extensions. Left-orderability is inherited under extensions,
but this is not necessarily true for bi-orderability. However, we have the following
useful criterion.

Lemma 3.1. Assume we have an exact sequence of groups

1 −→ N
⊂−→ G

p−→ H −→ 1,

and, moreover, ≺N is a left-invariant ordering of N and ≺H is a left-invariant
ordering of H. For g, g′ in G, declare that g ≺ g′ is true if we have either p(g) ≺H

p(g′) or else p(g) = p(g′) and 1 ≺N g−1g′.
(i) The relation ≺ is a left-invariant ordering of G.
(ii) If ≺N and ≺H are bi-invariant orderings, then ≺ is a bi-invariant ordering of
G if and only if conjugation of N by G is order-preserving, i.e., f ≺N f ′ implies
g−1fg ≺N g−1f ′g for all f, f ′ in N and g in G.

The proof is straightforward and left to the reader.

Example 3.2. The Klein bottle group K = 〈x, y ; x−1yx = y−1〉 fits in an
exact sequence 1 → Z → K → Z → 1, where the infinite cyclic subgroup is
generated by y. The group K is therefore left-orderable. However, K cannot be bi-
ordered, for such an ordering must be invariant under conjugation and the defining
relation would lead to the contradiction that 1 ≺ y is equivalent to 1 ≺ y−1. The
problem here is that the map y *→ y−1 cannot possibly be order-preserving.
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3.2. Preparatory results. We recall the exact sequence

1 −→ Fn−1
⊂−→ PBn

rn−→ PBn−1 −→ 1,

In view of Lemma 3.1, in order to use the Magnus ordering of Fn−1 to define a
bi-invatiant ordering on PBn, we need to show that this ordering is invariant under
conjugation by elements of PBn. To this end, we shall use the following result.

Lemma 3.3. Assume that ϕ is an automorphism of a free group F , and let
ϕab be the induced automorphism on the Abelianization F/[F, F ] of F . If ϕab is
the identity, then the Magnus ordering on F (with respect to any fixed basis) is
invariant under ϕ.

Proof. It suffices to show that 1 <µ w implies 1 <µ ϕ(w). By Proposi-
tion 2.9(ii), µ([F, F ]) lies in the subgroup 1 + O(X2) of Z〈〈X1, ..., Xn〉〉. The hy-
pothesis that ϕab is trivial implies that, for each i, the element x−1

i ϕ(xi) belongs
to [F, F ], and therefore we have

µ(ϕ(xi)) = µ(xi) mod O(X2).

Now assume w 0= 1. Let d be the smallest positive degree for which there exists
a degree d monomial with nonzero coefficient in µ(w). The series µ(ϕ(w)) is ob-
tained from µ(w) by replacing each occurrence of Xi by some element of Xi+O(X2).
Then, for each degree d monomial W , we have µ(ϕ(w))W = µ(w)W , and therefore
cd(µ(ϕ(w))) = cd(µ(w)) and Cd(µ(ϕ(w))) = Cd(µ(w)). So 1 <SumLex µ(w) is equiv-
alent to 1 <SumLex µ(ϕ(w)), i.e., in the Magnus ordering, 1 <µ w is equivalent to
1 <µ ϕ(w).

Thus we are left with showing that the Abelianization of the conjugacy action
of PBn on Fn−1 is trivial. This is what the next lemma does.

Lemma 3.4. Assume that β lies in PBn and ϕ is the automorphism of Fn−1

defined by ϕ(x) = βxβ−1. Then the Abelianized map ϕab is the identity.

Proof. We claim that, for each i in {1, ... , n− 2}, there exists an element wi

in Fn−1 (depending on β) satisfying

ϕ(xi,n) = wixi,nw−1
i ,(3.1)

which implies that ϕab is the identity. As PBn is generated by Fn−1 and PBn−1, it
is enough to prove the claim when β either belongs to Fn−1 or belongs to PBn−1.
In the first case, we can take wi = β for every i.

For the second case, we shall prove that, for every β in Bn−1—and not only
in PBn−1—there exists an element wi in Fn−1 that satisfies

ϕ(xi,n) = wixπ(i),nw−1
i ,(3.2)

where π is the permutation associated with β. For β = σi with i " n− 2, the
pictures of Figure 5 give the relations

ϕ(xi,n) = x−1
i,nxi+1,nxi,n, ϕ(xi+1,n) = xi,n, ϕ(xj,n) = xj,n for j 0= i, i + 1,

which have the expected form. The case of σ−1
i follows easily, and the case of an

arbitrary β then follows from an induction on the length of an expression of β in
terms of the generators σ±1

i . So (3.2) is established. In particular, for β in PBn−1,
the permutation π is the identity, and we obtain (3.1). So the lemma is proved.
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σixi,nσ−1
i =

= = =

x−1
i,n xi+1,n xi,n σixi+1,nσ−1

i = xi,n

Figure 5. Conjugation action of σi on the generators xi,n and xi+1,n of
the subgroup Fn−1 of PBn.

Remark 3.5. Up to a sign change, the action of Bn−1 on Aut(Fn−1) corre-
sponding to (3.2) is the classical Artin representation of Bn−1 into Aut(Fn−1),
which was described in Chapter IX. Also note that, although Fn−1 is normal in
PBn and PBn is normal in Bn, the subgroup Fn−1 is not normal in Bn. For
example, Fn−1 is not closed under conjugation by σn−1.

By gathering Lemmas 3.3 and 3.4, we obtain

Proposition 3.6. For each n, the Magnus ordering of Fn−1 is invariant under
conjugation by PBn.

Convention 3.7. Above, and everywhere in the sequel, when we speak of the
Magnus expansion of the free subgroup Fj of PBn, and of the Magnus ordering, we
always refer to the preferred basis (x1,j , ... , xj−1,j).

3.3. Ordering the pure braid groups. We now have the ingredients for
bi-invariant ordering PBn inductively.

Definition 3.8. For β, β′ in PB2, we declare that β <M,2 β′ is true if we have
β = σ2e

1 and β′ = σ2e′

2 with e < e′. For n ! 3, and β, β′ in PBn, we declare that
β <M,n β′ is true if we have

• either rn(β) <M,n−1 rn(β′),
• or rn(β) = rn(β′) and rn(β)−1β <µ rn(β)−1β′.

The relation <M,n is called the Magnus relation on PBn.

Note that the above recursive definition is formally similar to those established
in Chapters VII and VIII for the σΦ-ordering of B+

n and B+∗
n .

Then we have the expected result:

Proposition 3.9. For each n ! 2, the Magnus relation on PBn is a bi-
invariant ordering.

Proof. We use induction on n ! 2. For n = 2, the result is obvious, as B+
2

is a copy of Z and our ordering corresponds to the standard ordering of integers.
Assume n ! 3. Then we have the exact sequence

1 −→ Fn−1 −→ PBn −→ PBn−1 −→ 1,

and, by definition, the relation <M,n is obtained from the Magnus ordering on Fn−1

and the relation <M,n−1 on PBn−1 using the scheme of Lemma 3.1.
By Proposition 2.15, the Magnus ordering on Fn−1 is a bi-invariant ordering,

and, by Proposition 3.6, it is invariant under the action of PBn. On the other hand,
by induction hypothesis, the relation <M,n−1 is a bi-invariant ordering of PBn−1.
Then Lemma 3.1 implies that the relation <M,n is a bi-invariant ordering of PBn.
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We thus obtained a new proof of Corollary 1.3, i.e., of the bi-orderability of the
pure braid group PBn for each finite n. From now on, the Magnus relation on PBn

will be called the Magnus ordering of PBn.
If β, β′ are braids of PBn−1, they also belong to PBn. As we have rn(β) = β

and rn(β′), it immediately follows from Definition 3.8 that β <M,n β′ is true if and
only if β <M,n−1 β′ is. So we can drop the subscript n and simply write <M for the
Magnus ordering of pure braids.

3.4. Magnus ordering vs. Artin coordinates. Instead of appealing to the
recursive construction of Definition 3.8, we can compare pure braids directly by
using their Artin coordinates.

Proposition 3.10. For β, β′ in PBn, the relation β <M β′ is true if and only
if the sequence of Artin coordinates of β is smaller than the sequence of Artin coor-
dinates of β′ with respect to the lexicographical extension of the Magnus orderings
of each subgroup Fj.

Proof. Use induction on n ! 2. For n = 2, the result is obvious. Assume
n ! 3. Assume β, β′ ∈ PBn and β <M β′. Let (β1, ... , βn−1) and (β′

1, ... , β
′
n−1) be

the Artin coordinates of β and β′. We observe that the Artin coordinates of rn(β)
are (β1, ... , βn−2), and that rn(β)−1β is equal to βn−1. So, for rn(β) <M rn(β′),
we obtain (β1, ... , βn−2) <Lex (β′

1, ... , β
′
n−2) by induction hypothesis, and we deduce

(β1, ... , βn−1) <Lex (β′
1, ... , β

′
n−1). On the other hand, if we have rn(β) = rn(β′)

and rn(β)−1β <M rn(β′)−1β′, we obtain now (β1, ... , βn−2) = (β′
1, ... , β

′
n−2) and

βn−1 <µ β′
n−1, again implying (β1, ... , βn−1) <Lex (β′

1, ... , β
′
n−1).

As the Magnus ordering <µ is defined in terms of the ordering on Z〈〈X1, ..., Xn〉〉,
we can equivalently characterize the ordering of pure braids in terms of power series.

Corollary 3.11. For β in PBn, define the Z〈〈X1, ..., Xn〉〉-coordinates of β
to be the Magnus expansions of its Artin coordinates. Then, for β, β′ in PBn,
the relation β <M β′ is true if and only if the Z〈〈X1, ..., Xn〉〉-coordinates of β are
smaller than the Z〈〈X1, ..., Xn〉〉-coordinates of β′ with respect to the lexicographical
extension of the SumLex-ordering of Z〈〈X1, ..., Xn〉〉.

Example 3.12. Let us compare β = σ2
1σ2

2σ2
1 and β′ = ∆2

3 = (σ1σ2σ1)2. First,
we find β1 = σ4

1 = x2
1,2 and β′

1 = σ2
1 = x1,2. We have x2

1,2 >µ x1,2 in the Magnus
ordering of F1—i.e., equivalently, X2

1 >SumLex X1 in the ordering of Z〈〈X1, ..., Xn〉〉—
so β >M β′ is true.

For a second example, let us keep β, and consider β′′ = σ4
1σ2

2 . The first
coordinate of β′′ is β′′

1 = σ4
1 . The first Artin coordinates of β and β′′ coin-

cide, and we go to the second coordinates. The latter are β2 = σ−2
1 σ2

2σ2
1 and

β′′
2 = σ2

2 , which gives β2 = x−1
1,3x2,3x1,3 and β′′

2 = x2,3 in terms of the genera-
tors xi,3. As seen in Example 2.16, we have x−1

1,3x2,3x1,3 <µ x2,3 in F2—equivalently,
(1−X1 +X2

1 −X3
1 + ...)(1+X2)(1+X1) <SumLex 1+X2 is true—so we find β′′ <M β.

3.5. More properties. Let us now consider the group PB∞. Because the
Magnus ordering of PBn extends that of PBn−1 for each n, we can extend it to the
pure braid group PB∞: for β, β′ in PB∞, we say that β is smaller than β′ in PB∞
if β is smaller than β′ is true in any group PBn that contains both β and β′. We
immediately find that the pure braid group PB∞ is also bi-orderable:
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Corollary 3.13. The Magnus ordering of PB∞ is a linear ordering that is
invariant under multiplication on both sides.

We conclude with two easy general properties of the pure braid ordering.

Proposition 3.14. (i) For n ! 3, the Magnus ordering of PBn is a dense
ordering.
(ii) The Magnus ordering of PB∞ is invariant under the shift endomorphism.

Proof. For (i), it is enough to find a sequence of pure braids which converge
to the identity. This can be accomplished by taking terms deeper and deeper in
the lower central series of the free group Fn−1 and applying Proposition 2.9(ii).

(ii) We prove using induction on n that, for β, β′ in PBn, the relation β <M β′

implies sh(β) <M sh(β′). Indeed, if rn(β) <M rn(β′) is true, the induction hypothesis
implies sh(rn(β)) <M sh(rn(β′)), hence rn+1(sh(β)) <M rn+1(sh(β′)), which gives
sh(β) <M sh(β′).

On the other hand, if rn(β) and rn(β′) are equal, so are rn+1(sh(β)) and
rn+1(sh(β′)). Then the Artin combing of sh(β) is obtained from that of β by
translating all indices by +1, and similarly for β′. As the ordering on mono-
mials in Z〈〈X1, ..., Xn〉〉 is invariant under such a translation, β <M β′ implies
sh(β) <M sh(β′).

4. The ordering of positive pure braids

We shall now investigate the restriction of the Magnus ordering of PBn to
positive pure braids and, more generally, to submonoids of PBn obtained by taking
the intersection of PBn with a submonoid of Bn of a convenient type, typically the
dual braid monoid B+∗

n of Chapter VIII. The main result is that, in all cases, the
restriction of the Magnus ordering is a well-ordering, with an ordinal type that can
be easily determined.

4.1. The main observation. As each braid relation preserves the length,
there exists a well-defined homomorphism

ε : Bn → Z(4.1)

that maps every generator σi to 1. The integer ε(β), called the exponent sum of β,
is the difference between the number of positive and negative letters in every braid
word representing β, i.e., it is the algebraic sum of the exponents.

On the other hand, we recall that, for β in Fj , we denote by µ(β) the Magnus
expansion of β relative to (x1,j , ... , xj−1,j), while c1(µ(β)) denotes the sum of all
coefficients of degree 1 monomials in µ(β).

Lemma 4.1. Assume that β is a pure n-strand braid and β1, ... , βn−1 are the
Artin coordinates of β. Then we have

ε(β) = 2 ·
n−1∑

i=1

c1(µ(βi)).(4.2)

Proof. By definition, we have β = β1... βn−1, and ε(β) = ε(β1)+ ···+ ε(βn−1),
so it is enough to check (4.2) for each braid βj−1 with 2 " j " n. In this case, βj−1

admits a (unique) reduced decomposition

βj−1 = xe1
i1,j ... xe"

i",j .
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Then the degree 1 part in the Magnus expansion µ(βj−1) is e1Xi1 + ···+e"Xi" , and,
therefore, we have c1(µ((βj−1)) = e1 + ··· + e". On the other hand, for each i, we
have ε(xi,j) = 2, so we find ε(βj−1) = 2e1 + ··· + 2e", and (4.2) follows.

This simple observation implies the following.

Lemma 4.2. Assume β, β′ ∈ PBn and β′ <M β. Then we have rn(β′) <M rn(β)
or ε(β′) " ε(β) (or both).

Proof. Assume β′ <M β. Then rn(β′) >M rn(β) is impossible as, by definition,
it would imply β′ >M β. So, if (i) is not true, we must have rn(β′) = rn(β). Then the
Artin coordinates of β and β′ take the form β1, ... , βn−1 and β1, ... , βn−2, β′

n−1, and
the hypothesis implies β′

n−1 <µ βn−1, i.e., µ(β′
n−1) <SumLex µ(βn−1). By definition of

the ordering of <SumLex, this is possible only if we have c1(µ(β′
n−1)) " c1(µ(βn−1)).

Now, (4.2) gives

ε(β′)
2

=
n−2∑

i=1

c1(µ(βi)) + c1(µ(β′
n−1)) "

n−2∑

i=1

c1(µ(β′
i)) + c1(µ(βn−1)) =

ε(β)
2

,

and we have ε(β′) " ε(β).

4.2. The well-order property. We are ready to study the restriction of the
pure braid ordering to positive pure braids.

Notation 4.3. For each n, we put PB+
n = PBn ∩B+

n.

By construction, PB+
n is a submonoid of PBn for each n—but we do not claim

that, for n ! 3, it is generated as a monoid by the braids xi,j . For instance,
the positive pure 3-strand braid σ1σ

2
2σ1 cannot be expressed as the product of two

braids xi,j , as an exhaustive search easily shows.

Proposition 4.4. For n ! 3, every braid β in PB+
n satisfies β !M rn(β).

Proof. Assume β <M rn(β). We have rn(rn(β)) = rn(β), so it is impossible
to have rn(β) <M rn(rn(β)). Hence, by Lemma 4.2, we must have ε(β) " ε(rn(β)).
Now, owing to the construction of rn as the operation of removing the nth strand,
the relation ε(β) " ε(rn(β)) is possible for a positive braid β only if β = rn(β)
holds, contradicting β <M rn(β). So β <M rn(β) is impossible.

An immediate induction on n gives the following consequence.

Corollary 4.5. For n ! 2, every braid β in PB+
n satisfies β !M 1.

We now turn to the well-order property. We shall deduce it from the following
consequence of Lemma 4.2.

Lemma 4.6. For each braid β in PB+
n, the interval [rn(β), β] contains only

finitely many braids in PB+
n.

Proof. Assume that γ satisfies rn(β) " γ " β. By Lemma 4.2, we must have
ε(γ) " ε(β), since γ <M rn(β) is excluded by hypothesis. Infinitely many braids γ
satisfy ε(γ) " ε(β), but only finitely of them may belong to B+

n—actually not more
than (n− 1)ε(β) such braids may exist since every braid in B+

n can be represented
by a braid word involving only positive letters σi.
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We are ready to establish our main result about the Magnus ordering of PB+
n. If

(A,≺) and (B,≺) are two (linearly) ordered sets, their product is defined to be the
cartesian product A × B equipped with the lexicographical order: (a, b) ≺ (a′, b′)
is true if and only if either a ≺ a′ is true, or we have a = a′ and b ≺ b′.

Proposition 4.7. For each n ! 3, the ordered set (PB+
n, <M) is isomorphic to

the product of (PB+
n−1, <M) and (N, <).

Proof. For each braid β in PB+
n, we put

I(β) = ( rn(β) , #[rn(β), β) ).

By Lemma 4.6, the interval [rn(β), β) is finite, so I sends PB+
n to PB+

n−1 × N.
We claim that I is a strictly increasing mapping of (PB+

n, <M) into the product
of (PB+

n−1, <M) and (N, <). Indeed, assume that β, β′ belong to PB+
n and β <M β′

is satisfied. Two cases may occur. If rn(β) and rn(β′) are distinct, then necessarily
rn(β) <M rn(β′) holds, and, by definition, we have I(β) < I(β′). Otherwise, we
have rn(β) = rn(β′). Then saying that β <M β′ is true means that the interval
[rn(β), β) is a proper initial segment of the interval [rn(β), β′), and we have then
#[rn(β), β) < #[rn(β), β′), hence I(β) < I(β′) again.

Next, we claim that I is surjective. Indeed, we first observe that the image
of I is an initial segment of (PB+

n−1, <M) × (N, <), i.e., that a lower bound of an
element of the image still belongs to the image. The only problem is with the second
coordinate. Now, by construction, if there exists β such that #[rn(β), β) is p, then,
for each q " p, there exists γ satisfying rn(γ) = rn(β) and #[rn(β), β) = q, namely
the (q+1)st braid in the interval #[rn(β), β).

Secondly, we observe that, for each braid β in PB+
n−1, the braid βσ2p

n−1 is a
braid in PB+

n that satisfies

rn(βσ2p
n−1) = β and #[β, βσ2p

n−1) ! p,

which shows that the image of I is all of PB+
n−1 × N.

So I is the expected isomorphism.

Proposition 4.7 leads to a complete characterization of the ordered set (PB+
n, <M).

The construction is illustrated in Figure 6.

1 σ2
n−1 σ4

n−1 rn(β)

β

(PB+
n−1, <)

(N, <)
(N, <)

(N, <)
(N, <)

(N, <)

Figure 6. The well-ordering of PB+
n : in each point of the well-ordering

PB+
n−1 we attach a copy of (N, <); each braid β lies on the line attached

at rn(β); if the base line has ordinal type ωn−2, then the new well-ordering
has ordinal type ω · ωn−2, i.e., ωn−1.

Proposition 4.8. For each n ! 2, the restriction of the pure braid ordering
of PBn to PB+

n is a well-ordering, and its ordinal type is ωn−1.
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Proof. We use induction on n ! 2. For n = 2, the ordered set (PB+
2 , <M) is

a copy of (N, <), whose ordinal type is ω, i.e., ω1 by definition. Assume n ! 3.
By Proposition 4.8 and by the induction hypothesis, (PB+

n, <M) is the product of
the two well-orders (PB+

n−1, <M) and (N, <), so it is a well-ordering, and its ordinal
type is the reversed product of the ordinal types, i.e., ω · ωn−2, which is ωn−1.

4.3. An extension. The results of the previous section extend to more general
submonoids of the pure braid group PBn.

Proposition 4.9. Assume that M is a submonoid of the pure braid group PBn

that is generated by a finite family of braids, each of which has positive exponent
sum with respect to the σi generators. Then the restriction of the pure braid ordering
of PBn to M is a well-ordering, and its ordinal type is at most ωn−1.

Proof. The argument is the same as for PB+
n. The point that guarantees the

well-order property and the upper bound on the ordinal type is the result that, for
each braid β in M , only finitely many braids of M may lie in the interval [rn(β), β).
By Lemma 4.2, a sufficient condition is that, for each natural number p, only finitely
many elements of M have exponent sum bounded by p. If every generator of M has
a positive exponent sum, then an element β of M satisfying ε(β) " p must admit
a decomposition of length at most p in the generators. So, if the latter are finite in
number, only finitely many such elements may exist.

The result applies in particular to the dual braid monoids B+∗
n of Chapter VIII.

Corollary 4.10. For each n ! 2, the restriction of the pure braid ordering
of PBn to PBn ∩B+∗

n is a well-ordering, and its ordinal type is ωn−1.

Proof. The monoid B+∗
n is generated by the elements ai,j , each of which has

exponent sum +1, so Proposition 4.9 applies. As for the ordinal type, it cannot
be higher than ωn−1 by Proposition 4.9, and it cannot be less than ωn−1, because
B+∗

n includes B+
n, and the ordinal type of PB+

n is ωn−1. So the ordinal type must
be ωn−1 exactly.

5. Incompatibility of the orderings

The ordering of pure braids constructed in this chapter is quite different from
the σ-ordering of Bn, despite the fact that positive braids are greater than 1 in both
the orderings. In particular, the Magnus ordering of PBn is not the restriction of
the σ-ordering of Bn to pure braids, and, on the other hand, it cannot be extended
into a left-invariant ordering of Bn. The purpose of this section is to show that,
much more generally, no bi-invariant ordering of PBn can be extended into a left-
invariant ordering of Bn, a result of [179], also proved independently in [71].

5.1. Local indicability. Our main tool will be the notion of local indicability.
It was introduced by Higman [106], who was motivated in part by the zero-divisor
conjecture mentioned in Section III.1.2.

Definition 5.1. A group is said to be indicable if it has a quotient isomorphic
to Z. A group is said to be locally indicable if each finitely generated subgroup not
equal to {1} is indicable.

Examples of locally indicable groups are free Abelian groups and free groups.
More generally we have the following.
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Proposition 5.2. Bi-orderable groups are locally indicable and locally indica-
ble groups are left-orderable. Neither of these implications is reversible.

Sketch of proof. Assume that ≺ is a bi-invariant ordering on a group G.
Consider a finitely generated subgroup H = 〈h1, ... , hr〉, with notation chosen so
that 1 ≺ h1 ≺ ... ≺ hr holds, and also assume this collection of generators is
minimal. The family of convex subgroups of a given ordered group is linearly
ordeed by inclusion and is closed under arbitrary unions and intersections. Let
K be the union of all convex subgroups of H which do not contain hr. Then K
is convex and one argues it is also normal in H, which implies that the quotient
group H/K inherits a bi-invariant ordering. Moreover, H/K is Archimedian, so
by a theorem of Hölder, [110] it is isomorphic with a subgroup of (R,+). Being
finitely generated, H/K is therefore isomorphic with a sum of infinite cyclic groups,
and so there is a non-trivial homomorphism H → H/K → Z, completing the first
half of the proposition.

Burns and Hale [31] proved that a group is left-orderable if and only if ev-
ery non-trivial finitely-generated subgroup has a non-trivial quotient which is left-
orderable. Since Z is left-orderable, the second half of the proposition follows.

The irreversibility of both implications can be shown by using the braid groups
as examples. We will see in Section 5.3 that B3 and B4 are locally indicable,
whereas they are not bi-orderable, and, below, that Bn, for n ! 5, is left-orderable
but not locally indicable.

We recall calculations of the commutator subgroups of braid groups, due to
Gorin and Lin [101]—see also [158] for details and specific presentations.

Proposition 5.3. The commutator subgroups [Bn, Bn] of Bn have the follow-
ing properties:

• [B2, B2] equals {1},
• [B3, B3] is a free group of rank 2,
• [B4, B4] is a semidirect product of two free groups, each of rank 2,
• For n ! 5, [Bn, Bn] is finitely generated and perfect, meaning that it equals

its own commutator subgroup.

Corollary 5.4. For n ! 5, the braid group Bn is not locally indicable—but it
is indicable.

Proof. The subgroup [Bn, Bn], which is finitely generated, cannot have Z as
a quotient, as any homomorphism of a perfect group to an Abelian group must
have trivial image.

As for indicability, the augmentation mapping ε provides, for each n ! 2, a
surjective homomorphism of Bn onto the integers.

5.2. The Conrad property. In order to prove that no bi-invariant ordering
of PBn can extend into a left-invariant ordering of Bn, we shall use the Conrad
property introduced in Definition II.2.6. We recall that a left-invariant ordering ≺
of a group G is said to be Conradian if for all g, h in G that are greater than 1,
there exists a positive integer p satisfying h ≺ ghp.

Conrad used this property in [38] to show that left-ordered groups that are
Conradian share many of the properties of bi-orderable groups. It is easy to see
that every bi-invariant ordering is Conradian.
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Proposition 5.5. Every group that admits a Conradian left-invariant ordering
is locally indicable.

The proof is essentially the argument outlined in Proposition 5.2. It is also
known that, if a group has a left-invariant ordering which is both Archimedian and
Conradian, then it must be Abelian.

We can now address the question of extending orderings from PBn to Bn. The
key observation is the following result.

Proposition 5.6. Let (G,≺) be a left-ordered group and suppose H is a sub-
group of G of finite index. If (H,≺) is Conradian, then so is (G,≺).

Proof. Assume the hypothesis, but that (G,≺) is not Conradian. Then there
exist g, h ∈ G with 1 ≺ g and 1 ≺ h and ghp ≺ h for all positive p. First note that
h / 1 implies gh / g and therefore h / gh / g. Next note that h / ghp implies
h / gh / g2hp, and a simple induction shows h / gqhp for all integers p, q satisfying
p ! 0 and q ! 1. Since H is of finite index, there is a positive integer r such that gr

and hr belong to H. But then we have gr(hr)p ≺ h ≺ hr for all positive integers p,
which contradicts the assumption that the ordering is Conradian on H.

Corollary 5.7. If (G,≺) is a left-ordered group such that the ordering is also
right-invariant on a subgroup of finite index, then (G,≺) is Conradian.

By Proposition 5.5, this in turn implies

Corollary 5.8. If (G,≺) is a left-ordered group such that the ordering is also
right-invariant on a subgroup of finite index, then G is locally indicable.

Gathering the results, we deduce the main result of the section.

Proposition 5.9. For n ! 5, there is no left-invariant ordering of Bn which
restricts to a bi-invariant ordering on PBn.

Proof. If such an ordering existed, then Corollary 5.8 would imply that Bn

is locally indicable. This would contradict Corollary 5.4.

5.3. The cases of three and four strands. The cases of B3 and B4 are
special. We shall see here that, contrary to Bn for n ! 5, they are locally indicable
and admit Conradian orderings.

The basic observation is that local indicability is inherited by subgroups, but
also by extensions: if

1 → K → G → H → 1
is an exact sequence of groups in which K and H are locally indicable, then G is
also locally indicable. The proof is straightforward.

Proposition 5.10. For n " 4, the braid group Bn is locally indicable.

Proof. The result is obvious for n = 2. For n = 3, we note the exact sequence

1 → [B3, B3]→ B3 → Z → 1(5.1)

associated to the commutator subgroup, a free group. Both [B3, B3] and Z are
locally indicable, so it follows that B3 is as well. For n = 4, consider the homomor-
phism B4 → B3 that preserves σ1 and σ2 and maps σ3 to σ1. The kernel K is the
normal closure of σ3σ

−1
1 in B4, and so lies in the commutator subgroup, a semidirect

product of free groups, and therefore locally indicable—actually it is known that
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K is a free group generated by σ1σ
−1
3 and σ2σ1σ

−1
3 σ−1

2 , see [95, 101], or [121] for
a simple argument. The exact sequence

1 → K → B4 → B3 → 1(5.2)

and local indicability of K and B3 finish the argument.

A theorem of Brodskii [25]—see also [179] and [161]—asserts that the sufficient
condition of Proposition 5.5 is also necessary: a group is locally indicable if and
only if it admits a Conradian left-invariant ordering. So the groups B3 and B4 must
admit left-invariant orderings that are Conradian. Actually, this can be proved
directly using a constructive argument.

Proposition 5.11. The groups B3 and B4 admit left-invariant orderings that
are Conradian.

Proof. Free groups have bi-orderings, namely the Magnus orderings con-
structed earlier in this chapter, which are therefore Conradian. It is straightforward
to check that, if

1 → K → G → H → 1
is an exact sequence, and K and H have Conradian left-invariant orderings, then
the ordering of G given in Lemma 3.1 is also Conradian. By the first exact se-
quences (5.1), we construct a Conradian left-invariant ordering for B3. Similarly,
using (5.2) and noting that semidirect products of free groups also have Conradian
left -orderings, we can construct a Conradian left-invariant ordering of B4.
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CHAPTER XVI

Open Questions and Extensions

In this chapter we mention further results and discuss open questions connected
with the various aspects of braid orderings considered in this book.

We should start, however, with a very general remark. There are many ap-
proaches to braid groups that have not been considered in this book. In fact, braid
groups play a role in many areas of mathematics that have not even been men-
tioned here—e.g., algebraic geometry or mathematical physics. We can therefore
still hope that new, illuminating, perspectives on braid orderings will emerge in the
future.

The chapter is organized as follows. In Section 1, we list some general questions
about the σ-ordering and related topics. Then, in Section 2, we discuss more specific
questions that arise in the context of the successive chapters of this book, taken in
the order where they appear above. Finally, we address in Section 3 some of the
many extensions of braid groups from the point of view of order properties.

1. General questions

We begin with three types of questions involving the σ-ordering in general,
namely its uses, its structure, and the problem of finding σ-positive representatives.

1.1. Uses of the braid ordering. In Chapter III we listed several applica-
tions of the orderability of braid groups and of the more specific properties of the
σ-ordering of braids. However, up to now, the applications are not so plentiful and
not so strong. This situation contrasts with the seemingly deep and, at the least,
sophisticated properties of the σ-ordering explained in this text, which may appear
as a promising sign for potentially powerful applications. So, although vague, the
first open question is the following.

Question 1.1. How to use the braid ordering?

In particular, one of the deepest properties of the σ-ordering of Bn known so far
is the fact that its restriction to the braid monoid B+

n, and even to the dual braid
monoid B+∗

n , is a well-ordering. As emphasized in Section III.3.1, the well-order
property is a very strong condition which enables one to distinguish one element
in each nonempty subset—so, typically, in each conjugacy class or each Markov
class. But, so far, this observation was of no use because we had no effective way to
identify such minimal elements in practice, for instance in the case of the conjugacy
problem. Thus, a special case of Question 1.1 is

Question 1.2. How to take advantage of the fact that the σ-ordering restricted
to B+

n and B+∗
n is a well-ordering?

To raise less fuzzy questions, we may think more specifically of the conjugacy
problem. Let us say that two positive braids β, β′ are positively conjugate if there

281
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exists a positive braid γ satisfying βγ = γβ′. As ∆2
n is central and multiplying

any n-strand braid with a sufficient power of ∆2
n yields a positive braid, solving

the conjugacy problem of the group Bn is algorithmically equivalent to solving the
positive conjugacy problem of the monoid B+

n. Now, for each positive braid β, the
positive conjugacy class of β is a nonempty subset of B+

n, hence, by the well-order
property, it admits a <-least element.

Question 1.3. Can one effectively compute the <-least element in a positive
conjugacy class?

Similar question can be raised with “Markov equivalence class” replacing “con-
jugacy class”; a solution would typically associate a computable, well-defined ordi-
nal number with each knot.

The recent developments described in Chapters VII and VIII around the alter-
nating and cycling normal forms of braids have not yet been exploited so far, and
they might be useful here.

1.2. Structure of the braid ordering. To a large extent, the structure of
the σ-ordering of braids remains mysterious. Even in the case of B3, the examples
of Section II.2.1 show that the order < is a complicated object. By contrast, the
results of Chapters VII and VIII give a much simpler description for the restriction
of < to the submonoids B+

n and B+∗
n of Bn. The reason why the description is

more satisfactory for B+
n than for Bn is that we have a simple recursive definition

describing how the ordering of B+
n can be obtained from that of B+

n−1. It is natural
to raise the question of finding similar constructions for Bn, i.e., more precisely, to
raise

Question 1.4. Does there exist a simple recursive definition of the σ-ordering
on Bn from the σ-ordering on Bn−1?

Question 1.5. Does there exists a (computable) unique normal form on Bn so
that, for any two braids β, β′, whether β < β′ holds can be read directly from the
normal forms of β and β′?

The handle reduction algorithm of Chapter V does not answer Question 1.5,
because it does not lead to a unique normal form, and because the result can be used
to compare a braid with 1, but not directly to compare two braids. It is natural to
wonder whether Bressaud’s normal form of Section XI.1 might be useful here. Note
that the algorithm based on the Mosher normal form presented in Section XII.3
yields a positive answer to the above question, except that the normal forms are
not braid words but sequences of edge flips of singular triangulations.

1.3. Sigma-positive representatives. We mentioned in Proposition II.1.21
that the algorithmic complexity of the σ-ordering of braids is at most quadratic, and
we have seen several proofs of that result in the text—in particular the stronger
version of Chapter XII involving random access machine (RAM) complexity. It
seems unlikely that there exist subquadratic algorithms, and we may think that
the current result on the question is close to optimal.

The situation is quite different with the stronger question of finding σ-positive
representatives. Property C asserts that every non-trivial braid admits at least
one representative braid word that is σ-positive or σ-negative. We think that the
exponential upper bound stated in Proposition II.1.22 is far from optimal.
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Conjecture 1.6. For every n > 3, there exist numbers Cn, C ′
n such that every

non-trivial n-strand braid represented by a word of length % has a σ-positive or σ-
negative representative of length at most Cn · %. Moreover, such a representative
word can be found by an algorithm whose running time is bounded by C ′

n · %2.

The braid σ1σ2σ
−1
3 σ2σ

−1
1 has no σ-positive representative of length less than 7

[83, Theorem 5.1], so we would have C4 ! 7/5. Moreover, the n-strand braid

σ1σ
−2
2 σ2

3σ−2
4 ... σ2e

n−1σ
2e
n−2σ

−2e
n−3 ... σ2

2σ−1
1 ,(1.1)

with e = ±1 according to the parity of n, has no σ1-positive or σ1-negative repre-
sentative with fewer than (n − 2)(n + 1) crossings. As the above braid word has
length 4(n− 2), it seems that Cn needs to grow at least linearly: Cn ! (n + 1)/4.

All proofs of Property C sketched in this text lead to algorithmic methods for
finding σ-positive representatives. Some solutions are inefficient. For instance, the
only upper bound proved for the method of Chapter IV is a tower of exponentials
of exponential height. Similarly, the proof of Chapter VII relies on a transfinite
induction, and it is not clear how to derive a complexity statement. By contrast,
the direct proof of Chapter VIII is likely to lead to much better results—possibly a
proof of Conjecture 1.6—but nothing has yet been checked at the time of writing,
and it seems too early to assert any statement. Also, there are good reasons for
believing that the transmission-relaxation method has linear length output.

Finally, let us mention possible connections with the problem of finding geodesics
in braid groups. For β a braid, let us denote by %σ(β) the minimal length of a braid
word representing β. The geodesic problem is the question of effectively finding,
for each braid word w, an equivalent braid word w′ satisfying %(w′) = %σ(β), i.e.,
finding a shortest representative of β.

It is shown in [168] that the B∞-version of the geodesic problem is co-NP -
complete. However, this result says nothing about the problem in a fixed group Bn,
nor about the problem of finding quasi-geodesics, i.e., about algorithms that, start-
ing with a braid word w, would produce an equivalent word of length O(%σ(w))—as
for the latter problem, the symmetric version of the greedy normal form provides,
for each n, a quadratic algorithm returning for each n-strand braid word w an
equivalent braid word of length at most n2%σ(w).

A priori, the problem of finding short representatives seems to be unconnected
with the problem of finding σ-positive representatives. In particular, the examples
of (1.1) show that, when n is unbounded, there exist cases when the ratio between
the length of the shorterst σ-positive representative and the length of the shortest
representative is at least n/4. However, it turns out that several of the algorithms
solving the latter problem seem to also provide partial solutions to the former.

2. More specific questions

We turn to more specific questions involving the σ-ordering of braids and the
various approaches that have been developed in the text. For simplicity, we organize
the questions according to the chapters they refer to—although some questions are
relevant for several chapters simultaneously.

2.1. Self-distributivity. Many puzzling questions about self-distributivity
in general, and about the self-distributive structure of braids in particular, remain
open. We shall mention one such question here, and refer to [53] and [52] for many
more.
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We saw in Section IV.2 that, under the hypothesis that (S, ∗) is a left can-
cellative LD-system, then there exists a partial action of Bn on Sn. The action is
partial in that x • β need not exist for each x in Sn and each braid β. In Proposi-
tion IV.2.5, we proved that, for every braid β in Bn, there exist x in Sn such that
x • β is defined. Reversing the point of view, let us introduce, for x in Sn,

DS(x) = {β ∈ Bn | x • β is defined }.

As the action of positive braids is always defined, we have B+
n ⊆ DS(x) ⊆ Bn. If

(S, ∗) is a rack, the braid action is defined everywhere, and so, for each x, we have
DS(x) = Bn. On the other hand, if S is the LD-system (B∞, ∗) of Definition IV.1.7,
it is easy to see that DB∞(1, ... , 1) never contains σ−1

i , and, therefore, it is a proper
subset of Bn. In some cases studied in [131], DS(β1, ... , βn) coincides with B+

n,
and, then, the restriction of the braid order < to DS(β1, ... , βn) is a well-ordering.

Conjecture 2.1 (Laver). For all braids β1, ... , βn, the subset DB∞(β1, ... , βn)
of Bn is well ordered by the σ-ordering.

Note that the question is a pure problem of braids, in that it involves no other
objects than braids.

2.2. Handle reduction. We have seen that handle reduction, as described
in Chapter V, is a very efficient solution to the braid word problem in practice—
actually, the most efficient known so far, see for instance [35] for a comparison with
the Tetris algorithm of Chapter XI. However, there remains a large gap between
the complexity bound established in Proposition V.1.5 and the experimental values
of Tables V.1 and V.2. This suggests that the argument of Section V.2 is far
from optimal. One may hope that this is the manifestation of some deep and yet
unknown aspect of the geometry of braids.

Conjecture 2.2. For each n, the handle reduction algorithm for Bn has a
quadratic time complexity, and a linear space complexity: starting from a braid
word of length %, the running time lies in O(%2) and all words produced during the
algorithm have length in O(%)—so does in particular the final reduced word.

Clearly, Conjecture 2.2 implies Conjecture 1.6. The second statement in Con-
jecture 2.2 would be a consequence of a positive solution to the following more
general conjecture about the subword reversing method—which extends without
change to many group presentations, see [54] and [64]:

Conjecture 2.3. If w is an n-strand braid word length %, and w′ is a freely
reduced braid word obtained from w by a sequence of special transformations, in the
sense of Definition V.2.7, each immediately followed by a free reduction. Then the
length of w′ is at most Cn · %, where Cn is some constant which depends on n.

It has been experimentally demonstrated in [160] that, by combining two han-
dle reductions, namely, starting from a braid word w, first reducing w to w′, then
reducing Φn(w′) to Φn(w′′) leads to a final word w′′ that is a short representative
of w. A. Myasnikov conjectured a positive answer to

Question 2.4. Does the above double handle reduction yield quasi-geodesics
in Bn? In particular, does there exist a constant Cn such that, for w, w′′ as above,
one obtains %(w′′) " Cn · %σ(w)?
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To conclude with a perhaps easier question, let us come back to the coarse
handle reduction briefly alluded to at the end of Chapter V. This variant of handle
reduction consists in replacing a handle of the form σe

i ·sh
i(v)·σ−e

i with σ−e
i+1...σ

−e
n−1 ·

shi−1(v) · σe
n−1...σ

e
i+1, as illustrated in Figure 1.

Figure 1. Coarse reduction of a σ1-handle: instead of skirting around
the next crossings, we push the strand responsible for the handle over the
whole intermediate part.

Question 2.5. Does coarse handle reduction converge?

The arguments of Sections V.2.4 and V.2.5 are still valid, but those of Sec-
tion V.2.2 are not, as the words obtained using coarse reduction from a word that
is drawn in some set Div(β) may escape from Div(β). Experiments suggest that
coarse reduction always converges, but the proof is still to be found.

2.3. Connection with the Garside structure. The results of Section VI.3
remain partial, and it is an obvious question to ask for a complete description of
the <-increasing enumeration Sn,d of the divisors of ∆d

n similar to the one given
in Section VI.2 for the case n = 3. The general case is probably difficult, but the
case of 4-strand braids should be doable. Owing to the recursive rule (VI.1.6), one
can expect the generic entry of S4,d−1 to have six copies in S4,d, but some entries
from S4,d−2 having three copies in S4,d only.

More promising might be the questions of braid combinatorics the approach of
Chapter VI leads to. Counting problems involving braids have been little inves-
tigated, and a number of questions remain open. We saw in Section VI.1 that a
crucial role in counting problems connected with the greedy normal form is played
by a certain n!× n! matrix Mn, whose rows and columns are indexed by permuta-
tions of {1, ... , n}, and the (π, π′)-entry of Mn is 1 if and only if all descents of π′−1

are descents of π, and is 0 otherwise. In particular, the number of positive n-strand
braids that divide ∆d

n is directly connected with the eigenvalues of Mn—and of an
equivalent smaller matrix M̂n whose size is the number of partitions of n. Table 1
shows the associated characteristic polynomials for small values of n, immediately
leading to:

Conjecture 2.6. For each n, the characteristic polynomial of Mn−1 divides
that of Mn. More precisely, the sprectrum of Mn is the spectrum of Mn−1, plus
p(n)− p(n− 1) non-zero eigenvalues.

Very recently, a proof of the first part of the conjecture has been announced by
F. Hivert, J.C. Novelli, and J.Y. Thibon in [108]. They use the framework of non-
commutative symmetric and quasi-symmetric functions connected with combina-
torial Hopf algebras, and they construct an explicit derivation that connects Mn−1

and Mn.
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PM1(x) = x − 1
PM2(x) = PM1(x) · (x − 1)
PM3(x) = PM2(x) · (x − 2)
PM4(x) = PM3(x) · (x2 − 6x + 3)
PM5(x) = PM4(x) · (x2 − 20x + 24)
PM6(x) = PM5(x) · (x4 − 82x3 + 359x2 − 260x + 60)
PM7(x) = PM6(x) · (x4 − 390x3 + 6, 024x2 − 13, 680x + 8, 640)

n 1 2 3 4 5 6 7 8

ρn 1 1 2 5.449 18.717 77.405 373.990 2,066.575

ρn/(nρn−1) - 0.5 0.667 0.681 0.687 0.689 0.690 0.691

Table 1. Characteristic polynomial of Mn up to a power of x—together
with the corresponding spectral radius ρn and its relative growth.

Furthermore, for small values of n, all numbers bn,d(β)—except bn,d(∆n), which
is 1—grow like ρd

n, where ρn is the spectral radius of Mn. Whether this is always
true is unknown, but it makes it natural to investigate ρn. The trivial upper bound
#Div(∆d

n) " (n!)d suggests to compare ρn with nρn−1. The values listed in Table 1
may suggest that this ratio tends to log 2.

Finally, it should be clear that all the above questions involving the symmetric
groups can be extended to other finite Coxeter groups and to the corresponding
braid groups, i.e., the spherical Artin–Tits groups of Section 3.1.

2.4. Alternating decompositions. The recursive characterization of the σ-
ordering of B+

n by means of the Φn-splitting provides a very simple description of
this ordering. However, in the current exposition, this description, as well as all
results of Section VII.4, is deduced from Burckel’s delicate combinatorial methods,
which involve in particular transfinite inductions.

Question 2.7. Does there exist for the recursive characterization of the σ-
ordering of B+

n, and for the other results of Section VII.4, a direct proof in the vein
of the one described in Chapter VIII?

The two approaches developed in Chapters VII and VIII are quite similar,
and answering Question 2.7 in the positive should not be impossible. However,
the Artin relations differ from the Birman–Ko–Lee relations in that some of them
involve words of length 3, and this small technical difference might make the solution
more difficult in the case of B+

n.
Another natural question—that is problably connected with the previous one—

involves the computation of the ordinal rank. With Corollary VII.2.22, we have a
simple closed formula that expresses the rank of any positive 3-strand braid in
the well-ordering of B+

3 in terms of its Φ-normal form, which itself is very easily
computed. In this way, we arguably obtain an optimal description of the ordering,
as we identify the position of any element in an absolute way.

Question 2.8. Does there exist a similar method for determining the ordinal
rank of an arbitrary braid in (B+

n, <Φ)?

A general solution is proposed in [28]. It relies on Burckel’s notion of reducible
words, and consists in counting how many irreducible braid words precede a given
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one in the tree ordering. The method is algorithmically efficient only in the case of
3 strands, and further investigation is certainly needed in the general case.

2.5. Dual braid monoids. The results of Chapter VIII are quite recent,
and many open questions remain, in particular the counterpart of Question 2.8.
Another natural question would be to determine the ranks of the elements of B+

n

inside (B+∗
n , <Φ), hence to compare the ranks of a positive braid in (B+

n, <Φ) and
in (B+∗

n , <Φ).
Another problem is to study the action of conjugacy on B+∗

n , in particular
in view of Question 1.3. The definition of the cycling normal form suggests the
introduction of a cycling operation similar to that used in Garside-based solution
to the conjugacy problem, and one may hope for progress in this direction. A similar
approach is of course possible with the alternating decompositions of Chapter VII,
but the fact that the family of generators ai,j is closed under conjugacy might make
the context of Chapter VIII more suitable.

Other types of question connected with the Φ- and the φ-normal forms involve
random walks on the monoids B+

n or B+∗
n and possible stabilization phenomena, as

studied for instance in [148]. To state a simple question, we may ask

Question 2.9. Assume that X is a random walk on B+
n (resp. B+∗

n ). What is
the expectation for the Φn-breadth (resp. the φn-breadth) of X?

Is other words, what is the average Φn-breadth of a random positive n-strand
braid of length %? Experiments suggest a connection with

√
% that is not explained

so far.
Another natural question is whether the Φ- and φ-normal forms might be

connected with an automatic structure on Bn. It is known that the languages of
normal words are regular languages, but it is unclear whether any form of the fellow
traveler property might be satisfied.

Finally, we saw in Proposition II.4.2 that the restriction of the σ-ordering to
every submonoid of Bn generated by finitely many conjugates of the generators σi

is a well-ordering. So, the results about B+
n and B+∗

n might extend to more general
monoids.

Question 2.10. Let B++
n be the submonoid of Bn generated by all braids of

the form βσiβ
−1 with β a simple n-strand braid. What is the order type of the

restriction of the σ-ordering to B++
n ?

More generally, the algebraic study of the monoid B++
n is a natural question that

has not yet been addressed. It is known that this monoid is not a Garside monoid
in the usual sense, but it seems to nevertheless satisfy much of the interesting
properties of Garside monoid, and it might in particular be associated with a new
automatic structure on Bn.

2.6. Automorphisms of a free group. The study of automorphism groups
and outer automorphism groups of free groups is currently an area of intense
activity—see for instance [190] for an excellent survey. The analogy between
Aut(Fn) and Out(Fn) on the one hand and mapping class groups on the other
is one of the driving forces behind this research. Now, it is very well known, and
explained in Chapter IX, that the braid group Bn is a subgroup of Aut(Fn), so it
is natural to ask the following question.
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Question 2.11. Which subgroups of Aut(Fn) and Out(Fn) are left-orderable?
Which ones are bi-orderable?

There is certainly no shortage of torsion-free subgroups, i.e., of candidates
for being (left)-orderable. Indeed, let us consider the natural homomorphisms
of Aut(Fn) to GL(n, Z) and of Out(Fn) to GL(n, Z). Using a result of Baum-
slag and Taylor, one can show that the preimage of any torsion-free finite-index
subgroup of GL(n, Z) under either of these homomorphism is a torsion-free finite
index subgroup of Aut(Fn) and of Out(Fn).

2.7. Curve diagrams. In Chapter X we gave a proof of Property C by using
a relaxation algorithm for curve diagrams, in the sense explained in Chapter XI.
More precisely, the algorithm works by repeatedly sliding a puncture along a so-
called useful arc, and relaxing the diagram after each slide. We saw that the length
of the σ-consistent output braid could grows exponentially with the length of the
input braid word; the reason for this is that the length of each of the useful arcs can
grow exponentially with the length of the input, whereas the length of the relaxing
braid (the puncture slide) is proportional to the length of the useful arc. So the
algorithm in question is inefficient, but it is so for an obvious reason, and it is easy
to invent improvements of the algorithm.

In fact, it seems that the idea of relaxing curve diagrams explained in Chap-
ter XI rather tends to lead to algorithms which are very efficient, but whose effi-
ciency is difficult to prove. Hence we have the following very vague problem:

Question 2.12. Is there a precise, provable statement which expresses the idea
that any relaxation type algorithm which does not have an obvious obstruction to
being of polynomial complexity has a quadratic time complexity and a linear space
complexity?

2.8. Relaxation algorithms. Question 2.12 applies in particular to the two
types of relaxation algorithms discussed in detail in Chapter XI, namely Bressaud’s
relaxation algorithm, and the transmission-relaxation schemes from [74].

A more concrete conjecture specifically involves the Tetris algorithm of Sec-
tion XI.1. Note that the truth of the following conjecture would imply the truth of
Conjecture 1.6.

Conjecture 2.13. For each n, the Tetris algorithm for Bn has a quadratic
time complexity, and a linear space complexity: starting from a braid word of
length % in the generators σi,j,p, the running time lies in O(%2) and all words pro-
duced during the algorithm have length in O(%). Moreover, the linear constants in
these bounds depend linearly on the braid index n.

As mentioned in Section XI.1, the language of braid words in normal form is
recognized by a finite state automaton, but it fails to be (synchronously) automatic.

Question 2.14. Is there an automatic structure on the braid group which is
conceptually close to the approach of Section XI.1?

Bressaud’s original motivation was related to the study of random walks on the
braid group Bn and of its Poisson boundary. This boundary has been identified by
Kaimanovich and Masur [116] as the space of uniquely ergodic measured foliations
on the disk Dn. Bressaud’s relaxation procedure from Section XI.1 may be applied
to such a foliation just as well as to a curve diagram, yielding an infinite braid
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word—this is like a continued fraction expansion of the measured foliation [156].
Thus in the context of trying to find a more combinatorial description of the Poisson
boundary one can ask

Question 2.15. Is Bressaud’s normal form stable for random walks on Bn?

In the context of Section XI.2, the braid group Bn is equipped with the metric
which gives to the braid ∆d

i,j the length log2(|d| + 1). This approach provides a
combinatorial model of the thick part of the Teichmüller space T , equipped with
the Teichmüller metric dTeich. Further squashing this metric by giving length one to
any nonzero power of a Garside-like braid ∆i,j yields a combinatorial model of the
Teichmüller space, equipped with the Weil–Peterson metric dWP—for both of the
above statements, see Rafi [177]. Now any word whose letters are of the form ∆d

i,j

represents a path in all three spaces: the Cayley graph of the braid group, the
combinatorial model of (T , dTeich), and the combinatorial model of (T , dWP).

Conjecture 2.16. The set of braid words produced by the transmission-relaxa-
tion algorithm forms a family of parametrized uniform quasi-geodesics in all three
spaces.

If this were true, then this normal form could serve as a very concrete and
algorithmically efficient tool in the exploration of these spaces.

2.9. Triangulations. In Chapter XII we studied the Mosher normal form
of a braid, which is a sequence of combinatorial types of triangulations on the
surface Dn, where each element of the sequence is obtained from the preceding one
by an edge flip. The connection between braid groups and triangulation sequences
comes from the fact that the complex of triangulations of Dn, where triangulations
are adjacent in the complex if they differ by an edge flip, is a refinement of the
Cayley graph of the braid group, and, more precisely, is quasi-isometric to it. We
saw in Chapter XII that the Mosher normal form is a useful tool for understanding
the σ-ordering.

Since Mosher’s discovery of the (automatic) normal form, other complexes
which are quasi-isometric to the Cayley graph of Bn have greatly contributed to
our understanding of the braid groups, for instance the train track complex [103]
and the marking complex [150]. Other complexes, like the pants complex [24] and
the curve complex [150] have also been studied in great depth.

Question 2.17. Can any of the above-mentioned complexes contribute to our
understanding of braid orderings?

2.10. Hyperbolic geometry. We have seen in Chapter XIII how to define
an infinite family of distinct left-invariant orderings on Bn whose restriction to B+

n

is a well-ordering, but we did not address the determination of the length of that
well-ordering. The following question may well be quite easy to answer:

Question 2.18. What are the possible ordinal types for the restriction of ≺
to B+

n when ≺ is an ordering of Nielsen-Thurston type?

2.11. The space of all orderings of Bn. We have seen in Chapter XIV that
there exist many orders on Bn. In connection with Questions 2.18 above and 2.24
below, it is natural to raise:
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Question 2.19. Assume that ≺ is a left-invariant ordering of Bn that satisfies
the subword property. What are the possible ordinal types for the restriction of ≺
to B+

n?

As Bn is not bi-orderable, one could imagine that only long orders may exist
on it. This is not the case, as shows the following ordering, which was already
considered in Remark XIII.1.9. We recall that ε denotes the exponent sum, i.e.,
the homomorphism of B∞ to Z that maps every σi to 1.

Proposition 2.20. For β, β′ in Bn, declare that β <ε β′ is true if we have
either ε(β) < ε(β′), or ε(β) = ε(β′) and β < β′. Then <ε is a left-invariant
ordering of Bn whose restriction to B+

n is a well-ordering of ordinal type ω.

Proof. For each (positive) braid β, each braid γ satisfying γ <ε β must satisfy
ε(γ) " ε(β). For fixed n, there exist only finitely many positive braids γ satisfying
this condition.

Note that the ordering <ε is the lexicographical ordering deduced from the
exact sequence:

1 → [Bn, Bn] → Bn → Z → 1

using the σ-ordering of the commutator subgroup and the usual ordering of Z.
Other natural questions involve convex subgroups. As already mentioned, the

family of convex subgroups of a left-ordered group is linearly ordered under inclusion
and closed under unions and intersections. According to Section II.3.4, the σ-
ordering of Bn has exactly n convex subgroups, including {1} and Bn itself, and
only the latter two subgroups are normal.

On the other hand, with respect to the ordering of Proposition 2.20, the com-
mutator subgroup [Bn, Bn] is both convex and normal. Other convex subgroups are
Hk∩[Bn, Bn], where Hk denotes the subgroup of Bn generated by σk, σk+1, ... , σn−1,
but they are not normal.

For a third example, consider the special case n = 3. The commutator subgroup
[B3, B3] is free on two generators, hence is bi-orderable. In fact, using the Magnus
ordering of this free group, one obtains infinitely many convex subgroups, namely
the inverse images of the ideals 1 + O(Xk). Using this ordering of [B3, B3] and the
lexicographic ordering as described in the previous paragraph, one can construct a
left-ordering of B3 which has infinitely many distinct convex subgroups.

Question 2.21. What convex subgroups must a left-invariant ordering of Bn

admit? Is there a left-invariant ordering of Bn which has no convex subgroups at
all, other than {1} and Bn? What about bi-invariant orderings of PBn?

2.12. Pure braid groups. The Magnus ordering of the pure braid group PBn

shares with the σ-ordering of Bn the property that its restriction to the monoid B+
n

of positive braids—and, similarly, to the dual braid monoid B+∗
n —is well-ordered.

This leads to several problems.
First, every positive pure braid receives a unique ordinal rank that describes its

position in the well-ordered set (PB+
n, <M). As in the case of B+

n and the σ-ordering,
we can raise

Question 2.22. Does there exist a practical method for determining the rank
of a pure braid in (PB+

n, <M)?
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We observed that the Magnus ordering extends to the pure braid group PB∞,
and we can consider its restriction to the positive monoid PB+

∞. It is easy to see
that (PB+

∞, <M) is not a well-ordering, as it admits the infinite descending sequence
σ2

1 >M σ2
2 >M ... The situation resembles that of the σ-ordering. In the latter

case, we obtained a well-ordering of B+
∞ by considering a flipped version so as

to reverse the problematic inequalities. The point is that sh(B+
n−1) is the initial

segment of (B+
n, <) determined by σ1, implying that, after the flip, B+

n−1 is the initial
segment of (B+

n, <Φ) determined by σn−1. The counterpart of that property fails for
the Magnus ordering of PBn: every pure braid in sh(PB+

∞) is smaller than σ2
1 , but

the converse is false, as we have for instance 1 <M σ2σ
2
1σ2 <M σ2

1 . The example of
1 <M σ3σ2σ

2
1σ2σ3 <M σ3σ

2
2σ3 shows that sh(PB+

n−1) is not even convex in PB+
n. This

does not discard the possibility of defining a flipped version of the Magnus ordering
on PB+

n, and then on PB+
∞, but the structure of the latter is unclear.

Question 2.23. Let <Φ
M,n denote the image of the Magnus ordering of PBn

under the flip automorphism Φn. Is the induced ordering of PB+
∞ a well-ordering?

If it is, what is its order-type? Would some variant of the Magnus ordering be more
suitable for such constructions?

There seems to be a large difference of complexity between the σ-ordering
of Bn and the Magnus ordering of PBn. In particular, this difference is visible in
the gap between the order types of the restrictions to B+

n, namely the relatively
large ordinal ωωn−2

for the former, to be compared with the modest ordinal ωn−1

for the latter. It is natural to wonder whether this difference is essential.

Question 2.24. Can there exist a bi-invariant ordering of PBn whose restric-
tion to PB+

n is a well-ordering of order type larger than ωn−1?

The point here is that we consider bi -invariant orderings of PBn: the restriction
of the σ-ordering to PBn is a left-invariant ordering of PBn, whose restriction to PB+

n

is a well-ordering whose order type is easily checked to be ωωn−2
.

More generally, one could wonder whether a bi-invariant ordering on a group G
can be as complicated—in a sense to be made precise—as a left-invariant ordering
of G.

3. Generalizations and extensions

The braid groups can be generalized in many respects, so extending the results
mentioned in this text to other groups is an obvious task. Of course, several types
of extensions may be considered: extending orderability, extending the specific σ-
ordering of braids, extending the various approaches that lead to that ordering,
extending the associated algorithms, etc. Here, we shall briefly review a few results
and conjectures involving such extensions, but we shall not try to be exhaustive.

3.1. Artin–Tits groups. Starting from the presentation of Bn, rather than
from any geometric description, we can situate braid groups in a larger framework
of a completely different nature: they are special cases of Artin–Tits groups, and
more specifically spherical Artin–Tits groups, as introduced in [65, 21].

An Artin–Tits group—is, by definition, a group admitting a presentation with
finitely many generators s1, ... , sn and relations of the form sisjsisj ... = sjsisjsi...,
where the words on both sides of the equality sign have the same length (finite and
at least 2) depending on i and j, and there is at most one relation for each pair {i, j}.
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For instance, finitely generated free groups (no relations) and free Abelian groups
(commutation relations between all pairs of generators) are Artin–Tits groups. An
Artin–Tits group is said to be spherical if the associated Coxeter group, namely
the group obtained by adding the relations s2

i = 1 for i = 1, ... , n, is finite [111].
The braid group Bn is then the spherical Artin–Tits group associated with the
symmetric group Sn, thus corresponding with the so-called Coxeter type An−1.

Question 3.1. Which Artin–Tits groups are left-orderable or bi-orderable?

Currently, the only Artin–Tits groups known to be left-orderable are those that
embed in mapping class groups. Among the spherical ones, these are all but those
of type E6,E7, and E8 [192, 172]. Let us mention that, if the Artin–Tits group of
type E8 is left-orderable, then, due to embedding properties, all spherical Artin–
Tits groups are [158]. Among the non-spherical ones, there is one well-known
family of groups that are bi-orderable [72], namely the right-angled Artin–Tits
groups (also called partially commutative groups), which have only commutation
relations. Indeed, these groups embed in pure surface braid groups—see Section 3.2.

The more specific question of extending the σ-ordering of braid groups to other
Artin–Tits groups seems rather artificial and not very promising in general. It is
well-known that sending s1 to σ2

1 and si to σi for i ! 2 defines an embedding of
the type Bn Artin–Tits group into the corresponding type An group, i.e., into the
braid group Bn+1. In this way, one obtains an exact counterpart of the σ-ordering
for each type Bn Artin–Tits group and, more generally, for every Artin–Tits group
that is a product of type A and type B Artin–Tits groups.

In [185], Hervé Sibert proves the following.

Proposition 3.2. The counterpart of Property A is true in every Artin–Tits
group. The counterpart of Property C is true only for those groups that are products
of type A and type B groups.

Thus, except in the special cases of types A and B, extending the definition of
the σ-ordering leads to a partial ordering only.

Many algebraic properties of spherical Artin–Tits groups extend to a larger
class of groups called Garside groups [54, 56, 63, 174, 173, 184]. In particular,
the latter are known to be torsion-free.

Question 3.3. Is every Garside group left-orderable?

3.2. Mapping class groups and surface braid groups. We defined in
Section I.3 the mapping class group MCG(S,P) of any compact surface S relative
to a finite set of punctures P. Closely related is the n-strand braid group Bn(S) of a
surface S. It can be defined as the fundamental group of the configuration space of
n unlabelled points in S. More geometrically, we can fix arbitrarily n distinguished
points P1, ... , Pn in the interior of S. Then Bn(S) is the group of isotopy classes of
braids in [0, 1]×S, where each strand starts at one of the points {0}×Pi and ends at
one of the points {1}×Pj . For instance, we have B1(S) = π1(S) for every surface S.
It is a simple fact [13] that for all compact surfaces S, the braid group Bn(S) is in a
natural way a subgroup of MCG(S, {P1, ... , Pn}), except if S is one of the following:
the sphere S2, the sphere with one or with two points removed, the torus, or the
Klein bottle.

Proposition 3.4. Let S be any compact surface with nonempty boundary.
Then MCG(S) is left-orderable.
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In this statement the surface may or may not have punctures, and may or may
not be orientable. A proof of this fact appeared in [181]. It uses a simple gener-
alisation of the curve diagram construction from Section X.1.2. Since subgroups of
left-orderable groups are also left-orderable, we deduce the following.

Corollary 3.5. Let S be any compact surface with or without punctures, ori-
entable or nonorientable, but necessarily with ∂S 0= ∅. Then Bn(S) is left-orderable.

However, no interesting analogue of the notion of σ-positivity is known in this
case. Nevertheless, it would be interesting to generalize the classification of Nielsen-
Thurston type orderings encountered in Chapter XIII to this setting.

The situation is much more subtle if S is a compact surface without boundary.
The mapping class groups of such surfaces have torsion, and are consequently not
left-orderable.

Question 3.6. If S is a compact orientable surface without boundary, is the
surface braid group Bn(S) left-orderable?

Other interesting questions occur when we consider the pure braid groups of
a surface. By definition, the pure n-strand braid group in a surface S, denoted
PBn(S), is the fundamental group of the configuration space of n labelled points
in the surface S—or, equivalently the group of pure braids in S × [0, 1] where each
strand has one endpoint in S × {0} and the other in S × {1}.

Some of these braid groups are quite obviously not bi-orderable. For instance,
for n ! 3, the pure n-strand braid group of the sphere PBn(S2) has torsion. Indeed,
if ∆2 denotes the usual full-twist braid inside an embedded disk in S2 containing
all the punctures, then ∆2 is non-trivial whereas its square ∆4 is trivial—this is
the famous belt trick.

Similarly, if the surface S is nonorientable, then, for n ! 2, a generator σ2
i

of PBn(S) is conjugate to its own inverse—the conjugating element being a pure
braid which pushes the two strands involved in σi once around an embedded Möbius
band. So PBn(S) has generalized torsion.

J. González-Meneses proved [99] that these obvious obstructions to bi-orderability
are the only ones:

Proposition 3.7. If S is an orientable closed surface of genus g ! 1, then,
for n ! 1, the pure braid group PBn(S) is bi-orderable.

The proof works by developing the ideas of Section XV.3, and combining them
with some delicate combinatorics in surface braid groups [100].

As an immediate consequence of the theorem we have that all right-angled Artin
groups are bi-orderable, because, according to [39], they embed in pure surface
braid groups. As a further corollary we have that all subgroups of right-angled Artin
groups are bi-orderable, and this class of groups is surprisingly rich: it contains
for instance all graph braid groups, all surface groups except the three simplest
nonorientable ones, and certain 3-manifold groups.

Beyond the question of orderability, one may also wish to extend other tech-
niques developed in this book to the more general context of mapping class groups.
In this respect, it is especially tempting to try and generalize the ideas of Sec-
tion XI.2 to other situations. This leads to the following ambitious claim.

Conjecture 3.8. All results and techniques mentioned in Section XI.2 can be
generalized to mapping class groups of higher genus surfaces.
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One could even speculate whether similar techniques might be applied to the
outer automorphism group of free groups, possibly with applications to to geometry
of the Outer space.

3.3. Torelli groups. The Torelli group of a surface S is defined to be the
subgroup of MCG(S) consisting of those elements which act trivially on the ho-
mology H1(S, Z), i.e., on the Abelianization of π1(S). For a good recent survey on
what is known and not known about Torelli groups, see [81].

Proposition 3.9. For each compact surface S, the Torelli group of S is resid-
ually nilpotent, and hence bi-orderable.

The proof follows from the deep structure theory of Torelli groups, whose fun-
damental results are due to Dennis Johnson [113]. A crucial role in this theory is
played by the so-called Johnson filtration, a certain infinite sequence of subgroups
different from the lower central series of the Torelli group, such that the quotient of
two successive terms is always torsion-free Abelian. The structure of the Johnson
filtration is in fact a manifestation of a more general phenomenon—see [9].

Question 3.10. Is the mapping class group MCG(S) virtually orderable or
even virtually bi-orderable? In particular, what are the orderability properties of
the kernel of the action on H1(S, Z/pZ), where p is a prime?

This subgroup of elements acting trivially on homology with Z/pZ-coefficients
is torsion-free [112, Chapter 1], but by a result of Hain [102, 152] its Abelianization
is finite, at least when the genus of S is 3 or more. These results are related to the
well-known question whether the mapping class group of a closed surface virtually
surjects to Z, i.e., whether it has a finite index subgroup which has an infinite
Abelian quotient.

3.4. Surface groups and 3-manifold groups. It is shown in [180] that the
fundamental group—or, equivalently, the one-string braid group—of every compact
surface, except for the projective plane RP 2, is left-orderable. Moreover, with the
further exception of the Klein bottle, all surface fundamental groups are actually
bi-orderable.

The situation is more subtle when considering the case of fundamental groups
of compact 3-manifolds, which we will refer to simply as 3-manifold groups. A
study of these groups is initiated in the paper [18], where necessary and sufficient
conditions are derived for the left-orderability and bi-orderability of fundamental
groups of the important class of Seifert-fibred 3-manifolds (manifolds which are
foliated by topological circles). It is also shown there that for each of the eight
3-dimensional geometries, there exist manifolds modelled on that geometry which
have left-orderable group and also there exist examples whose groups are not left-
orderable.

Recall that a 3-manifold is called irreducible if every smooth 2-sphere bounds a
3-ball in the manifold. An important general result of [18] is that all compact irre-
ducible orientable 3-manifolds with positive first Betti number have left-orderable
groups. In particular, all knot and link groups are left-orderable.

Question 3.11. Which knot groups are bi-orderable?

The group of the figure eight knot 41 is bi-orderable. The first unknown case
is the knot 52 in knot tables.
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Question 3.12. Given an automorphism ϕ of a surface group G (or more
generally of any bi-orderable group), under what conditions does there exist a bi-
invariant ordering of G which is ϕ-invariant, meaning x ≺ y implies ϕ(x) ≺ ϕ(y)?

This is relevant to the study of 3-manifolds which are bundles over S1, with
surface fibres. If ϕ is the monodromy associated with such a fibration, then a ϕ-
invariant bi-invariant ordering of the fibre’s group naturally leads to a bi-invariant
ordering of the fundamental group of the total space, and vice versa. In [171],
this observation, as well as the techniques described in Chapter XV, are used to
prove that certain fibred knots with pseudo-Anosov monodromy have bi-orderable
groups. By contrast, the group of any torus knot cannot be bi-ordered, because it
contains elements which do not commute, while a power of one of those elements
commutes with the other, which cannot occur in a bi-orderable group.

Conjecture 3.13. If G is the fundamental group of a closed orientable (irre-
ducible) 3-manifold, then G is virtually bi-orderable, i.e., there exists a subgroup of
finite index which is bi-orderable.

It is shown in [18] that Conjecture 3.13 holds for Seifert-fibred 3-manifolds,
and more generally for all manifolds with a geometric structure, except possibly
hyperbolic manifolds. We do not even know if hyperbolic manifold groups are
virtually left-orderable.

To put the difficulty of these questions into perspective, we point out that from
general properties of orderable groups and covering space theory one can show that
any 3-manifold satisfying Conjecture 3.13 also satisfies a certain well-known con-
jecture in 3-manifold theory; this conjecture states that any closed, orientable, irre-
ducible 3-manifold M with infinite fundamental group has a finite-sheeted cover M̃
with positive first Betti number. This conjecture remains open despite Perelman’s
recent proof of the geometrization conjecture.

In another direction, the pure braid group can be regarded as the fundamental
group of the complement of the family of hyperplanes zi = zj in the space Cn with
coordinates z1, ... , zn. The analysis of orderability for PBn applies to many other
(but not all) complex hyperplane arrangements.

Proposition 3.14. The fundamental group of the complement of every hyper-
plane arrangement of fibre type is bi-orderable.

For further details and a recent discussion of the fundamental groups of hyper-
plane arrangements, see [166].

3.5. A topological completion. Let us now come back to the specific case of
braids and their σ-ordering. Another line of research consists in looking for exten-
sions of that particular ordering to larger spaces. Here we start with a topological
completion.

As mentioned in Section II.3.2, the topology on B∞ associated with the σ-
ordering is metrizable, the radius 2−n ball centered at 1 being the shifted sub-
group shn(B∞). With respect to that topology, a sequence β1, β2, ... converges to
the trivial braid if for each integer n there exists an integer p such that, for q > p,
all braids βq belong to shn(B∞). The order topology renders B∞ homeomorphic
to Q—in particular, not completely metrizable.

Very recently, P. Fabel announced in [79] the following construction of a comple-
tion of B∞: let D∞ be the closed unit disk in C centered at 0 with punctures on the
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real line at 0, 1
2 , 2

3 , 3
4 , ... and let H∞ be the group of homeomorphisms of D∞ fixing

the boundary pointwise. Let M(H∞) be the group of isotopy classes of H∞. View-
ing it as the mapping class group of a disk containing the punctures at 0, 1

2 , ... , 1− 1
n ,

one embeds Bn in M(H∞). One can equip M(H∞) with a metric d by declaring

d(β1, β2) = inf
h1,h2

sup
z∈Dn

dC(h1(z), h2(z)) + inf
h1,h2

sup
z∈Dn

dC(h−1
1 (z), h−1

2 (z))

where hi is a homeomorphism of D∞ representing the isotopy class βi. The result
announced by Fabel is

Proposition 3.15. The group (M(H∞), d) is complete as a metric space, it
contains B∞ as a dense subgroup, and it is left-ordered by an ordering that extends
the σ-ordering of B∞.

Question 3.16. Are all completions extending the σ-ordering of B∞ essen-
tially equivalent?

3.6. Parenthesized braids. We shall conclude with another seemingly promis-
ing extension of the braids and their σ-ordering—that will at least enable us to end
with a nice figure.

Thompson’s group F is a finitely presented group which, in many respects,
is a cousin of the braid groups. Like the latter, it can be introduced in many
different ways, and it has very rich properties involving geometric group theory
and dynamical systems—see [32] for an introduction. The open question of its
possible amenability has provided a strong motivation for studying the group F in
recent years. Let us mention that F is nothing but the counterpart of the group GLD

of Section IV.3 when the associativity law replaces the self-distributivity law.
For our current purpose, it is enough to know that F admits the presentation

〈a1, a2, ... | aiaj−1 = ajai for j ! i + 2〉.(3.1)

It has been recently been observed that the groups B∞ and F can be married in
a natural way. This was done independently by M. Brin in [22, 23] by constructing
what was seen as a braided version of the Thompson group, and in [59, 60] by
constructing what was seen as a Thompson version of B∞. The groups so obtained
are essentially similar—variants also appeared in [119] and [91].

From our current point of view, the most natural description is probably the
one involving parenthesized braids.

Definition 3.17. The group of parenthesized braids B• is defined by two in-
finite series of generators σ1, σ2, ..., a1, a2, ..., subject to the following relations for
i ! 1 and j ! i + 2:

{
σiσj = σjσi, σiaj = ajσi, aiaj−1 = ajai, aiσj−1 = σjai,

σiσi+1σi = σi+1σiσi+1, σi+1σiai+1 = aiσi, σiσi+1ai = ai+1σi.
(3.2)

The elements of B• can be visualized using braid diagrams in which the dis-
tances between strands are not uniform. An ordinary braid diagram connects an
initial sequence of equidistant positions to a similar final sequence. A parenthesized
braid diagram connects a parenthesized sequence of positions to another possibly
different parenthesized sequence of positions, the intuition being that grouped po-
sitions are (infinitely) closer than ungrouped ones. A typical example is shown in
Figure 2. The generator σi corresponds to the usual crossing operator, with the
difference that it involves all strands that start in the vicinity of i and i + 1. The
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generator ai corresponds to shrinking all strands that start in the vicinity of i and
translating the next ones so as to avoid a gap.

1

2

3

a−1
1 σ2 σ−1

1 a2 σ1 σ−1
2 a−1

1 a3

Figure 2. The parenthesized braid diagram encoded by the word
a−1
1 σ2σ

−1
1 a2σ1σ

−1
2 a−1

1 a3: as two strands start from close to 1, the initial
positions of the strands can be represented by (••)••, similarly, the final
positions correspond to ••(••); the generator σi corresponds to the usual
crossing between positions i and i + 1 (but there may be several strands
close to these positions), whereas ai corresponds to shrinking positions
from i + 1 to i.

The relations of (3.2) correspond to the isotopies displayed in Figure 3. As can
be expected, the elements σi generate a copy of B∞, while the elements ai generate
a copy of Thompson’s group F . More precisely, B• is a group of fractions for a
monoid that is a bi-crossed product of B+

∞ and of the monoid F+ defined by the
presentation of (3.1).

σ1σ3 = σ3σ1 σ1a3 = a3σ1 a1a2 = a3a1 a1σ2 = σ3a1σ1σ3 = σ3σ1

σ1σ2σ1 = σ2σ1σ2 a1σ1 = σ2σ1a2 a2σ1 = σ2σ1a1

Figure 3. Relations of B• and the corresponding diagrams isotopies:
those of the top line are commutations and quasi-commutations; those
of the bottom line are braid relations.

Proposition 3.18. The group B• is left-orderable, by an ordering that extends
the σ-ordering of B∞.

An application of that result—more exactly, of the specific form of the elements
larger than 1 in terms of σ-positive expressions—is that the Artin representation
of braids extends to B•, and that the latter embeds in the mapping class group of
a sphere with a Cantor set of punctures (Figure 4).

Let us also mention that the natural subgroup of B• corresponding to pure
braids was recently shown to be bi-orderable, by an ordering that extends the
ordering of PB∞ constructed in Chapter XV [30].
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These results do not prove that the parenthesized braid group is an extraordi-
nary object. After all, that two groups can be glued together in a somewhat tricky
way has nothing exceptional, so B• might very well be just an amusing example.
However, we think that B• is really an important object. Once again, the variety
of approaches that lead to B• or to close variants, and, mainly, the unexpected way
in which the technical properties fit together, suggest that something interesting is
hidden there. In particular, the self-distributive structure of B∞ described in Chap-
ter IV extends to B•, a surprising result that certainly reflects deep properties. We
hope for—and even predict—future applications.

σ1 a1

Figure 4. Embedding parenthesized braids in the mapping class group
of a sphere with a Cantor set of punctures: σi acts by the usual half-twist,
while ai acts as a dilatation-translation along the equator.
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30. J. Burillo and J. González-Meneses, Biorderings on pure braided Thompson’s groups, Quar-
terly J. Math., to appear.

31. R. Burns and V. Hale, A note on group rings of certain torsion-free groups, Canad. Math.
Bull. 15 (1972), 441–445.

32. J.W. Cannon, W.J. Floyd, and W.R. Parry, Introductory notes on Richard Thompson’s
groups, Enseign. Math. 42 (1996), 215–257.

33. L. Carlucci, P. Dehornoy, and A. Weiermann, Unprovability statements involving braids,
Preprint; arXiv:math.LO/0711.3785, 2007.

34. A. Casson and S. Bleiler, Automorphisms of surfaces after Nielsen and Thurston, LMS
student texts, vol. 9, Cambridge University Press, 1988.

35. J. Chamboredon, Tresses, relaxation de lacet et forme normale de Bressaud, Master Memoir,
University de Caen, 2007, http://www.eleves.ens.fr/home/chambore/maths.en.html.

36. W.L. Chow, On the algebraic braid group, Ann. of Math. 49 (1948), 654–658.
37. A. Clay and D. Rolfsen, Densely ordered braid subgroups, journal = J. Knot Th. Ramifica-

tions, 16 (2007), no. 7, 869–878.
38. P.F. Conrad, Right-ordered groups, Michigan Math. J. 6 (1959), 267–275.
39. J. Crisp and B. Wiest, Quasi-isometrically embedded subgroups of braid and diffeomorphism

groups, Trans. Amer. Math. Soc. 359 (2007), no. 11, 5485–5503, (electronic).
40. R.H. Crowell and R.H. Fox, Introduction to Knot Theory, Graduate Texts in Mathematics,

vol. 57, Springer-Verlag, 1977.
41. M. Dabkovska, M. Dabkowski, V. Harizanov, J. Przytycki, and M. Veve, Compactness of the

space of left orders, J. Knot Th. and Ramifications 16 (2007), 267–256.
42. P. Dehornoy, Alternating normal forms for braids and locally Garside monoids, J. Pure

Appl. Algebra, to appear; arXiv: math.GR/0702592.
43. , Infinite products in monoids, Semigroup Forum 34 (1986), 21–68.
44. , Free distributive groupoids, J. Pure Appl. Algebra 61 (1989), 123–146.
45. , Sur la structure des gerbes libres, C. R. Acad. Sci. Paris Sér. I Math. 309 (1989),

143–148.
46. , Deux propriétés des groupes de tresses, C. R. Acad. Sci. Paris Sér. I Math. 315

(1992), 633–638.
47. , Structural monoids associated to equational varieties, Proc. Amer. Math. Soc. 117

(1993), no. 2, 293–304.
48. , Braid groups and left distributive operations, Trans. Amer. Math. Soc. 345 (1994),

no. 1, 115–151.
49. , The structure group for the associativity identity, J. Pure Appl. Algebra 111 (1996),

59–82.
50. , A fast method for comparing braids, Adv. in Math. 125 (1997), 200–235.
51. , Groups with a complemented presentation, J. Pure Appl. Algebra 116 (1997), 115–

137.
52. , Strange questions about braids, J. Knot Th. and its Ramifications 8 (1999), no. 5,

589–620.
53. , Braids and Self-Distributivity, Progress in Math., vol. 192, Birkhäuser, 2000.
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110. O. Hölder, Die Axiome der Quantität und die Lehre vom Mass, Math.-Phys. Kl 53 (1901),

1–64.
111. J.E. Humphreys, Reflection groups and Coxeter groups, Cambridge Studies in Advanced

Mathematics, vol. 29, Cambridge University Press, Cambridge, 1990.
112. S. Ivanov, Subgroups of Teichmüller modular groups, Translations of Mathematical Mono-

graphs, vol. 115, AMS, Providence, RI, 1992.
113. D. Johnson, A survey of the Torelli group, Contemporary Mathematics, vol. 20, AMS, 1983,

pp. 165–178.
114. V. Jones, Hecke algebra representations of braid groups and link polynomials, Ann. of Math.

126 (1987), 335–388.
115. D. Joyce, A classifying invariant of knots: the knot quandle, J. Pure Appl. Algebra 23

(1982), 37–65.
116. V. Kaimanovich and H. Masur, The Poisson boundary of the mapping class group, Invent.

Math. 125 (1996), no. 2, 221–264.
117. S. Kamada, Braid and Knot Theory in Dimension Four, Mathematical Surveys and Mono-

graphs, vol. 95, Amer. Math. Soc., 2002.
118. A. Kanamori, The Higher Infinite, Perspectives in Mathematical Logic, Springer Verlag,

1994.
119. C. Kapoudjian and V. Sergiescu, An extension of the Burau representation to a mapping

class group associated to Thompson’s group T, Geometry and dynamics, Contemp. Math.,
vol. 389, Amer. Math. Soc., 2005, pp. 141–164.

120. C. Kassel, L’ordre de Dehornoy sur les tresses, Séminaire Bourbaki, Astérisque, vol. 276,
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Stuttgart, 1986.
165. S.Yu. Orevkov, Strong positivity in the right-invariant order on a braid group and quasi-

positivity, Mat. Zametki 68 (2000), no. 5, 692–698, (Russian); English translation in Math.
Notes 68 (2000), no. 5-6, 588-593.

166. L. Paris, On the fundamental group of the complement of a complex hyperplane arrangement,
Singularities and Arrangements, Sapporo and Tokyo, 1998, Adv. Stud. Pure Math., vol. 27,
Kinokuniya, 2000, pp. 257–272.

167. D.S. Passman, The Algebraic Structure of Group Rings, Pure and Appl. Math, Wiley Inter-
science, 1977.

168. M.S. Paterson and A.A. Razborov, The set of minimal braids is co-NP-complete, J. of Al-
gorithms 12 (1991), 393–408.

169. R.C. Penner, The decorated Teichmüller space of punctured surfaces, Comm. Math. Phys.
113 (1987), no. 2, 299–339.

170. R.C. Penner and J.L. Harer, Combinatorics of train tracks, Annals of Math. Studies, vol.
125, Princeton Univerity Press, 1992.

171. B. Perron and D. Rolfsen, On orderability of fibred knot groups, Math. Proc. Cambridge
Philos. Soc. 135 (2003), 147–153.

172. B. Perron and J.P. Vannier, Groupe de monodromie géométrique des singularités simples,
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Index

Accepted (word), 190
Ackermann function, 45
Arrow (of an automaton), 190
Archimedian (group), 21
Artin

coordinates (of a braid), 265
group, see Artin–Tits group
representation, 166

Artin–Tits group, 291
spherical, 292

Automaton, 190

Base, 204
Bi-ordering, see ordering
Bi-orderable (group), 12
Blueprint (term), 71
Braid, 1

dangerous, 159
dual — monoid, 148
dual-simple, 148
geometric, 2
group, 1

— of a surface, 292
monoid, 6
palindromic, 41
parenthesized, 296
positive, 6
pure, 263
quasi-positive, 20
σ-negative, σ-positive, 15
σi-free, σ-, σi-negative, σi-positive, 15
σΦ-negative, σΦ-positive, 16
simple, 100
special, 51

Braid word, 1
drawn in X, 85
dual, 150
equivalent, 1
greedy normal, 101
σ1-free, 12
σ-negative, σ-positive, 12
σi-negative, σi-positive, 14
σΦ-negative, σΦ-positive, 16
σΦ

i -nonnegative, 158
reducible, 80
representative, 1

Breadth

φn-breadth, 151
Φn-breadth, 126

Cantor set, 256
Cayley graph, 85
Class (shi-class), 113
Code (of a 3-strand braid), 128
Colouring (braid diagram), 48
Combinatorial type

of a triangulation, 226
of a flip, 232

Combing,
of a pure braid, 265
of a triangulation, 230

Comparison (Property), 52
Complexity

(ATH), 202
(braid), 198
(curve diagram), 191

Cone (positive), 12
Conradian (group), 19
Content, 93
Convex (subgroup), 26
Coordinates

of a braid, 212, 213
unreduced, 222
reduced, 224

of a lamination, 220
Curve diagram, 178

isotopic, 178
positive, 193

Curve system, 218
normal, 218

Cycling (automorphism), 6

D-disk (of a pair of triangulations), 227
Decomposition, 125
Defect (pseudo-character), 39
Degree (of a braid), 101
Dehn half-twist, 184
Denominator (of a transmission), 201
Dense (ordered group), 23
Descent (permutation), 104
Discrete (ordered group), 23
Distance (triangulation), 230
Divisor, 8

iterated left —, 52
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Essential (arc), 206
Euclidean algorithm, 196
Exponent sequence, 127
Exponent sum, 273
Expression (braid word), 1

Factor (greedy normal form), 101
Factorization, 140
Flip (automorphism), 6
Flip (of an edge), 217

Garside
category, 59
group, 292

Geodesic
filling, 247
finite type, 247
infinite type, 247

Handle, 79
coarse, 285
generalized, 97
leftmost, 82
permitted, 80
reduction, 80
left — reduction, 82

Head, 122
Height (braid), 112
Higman’s subword lemma, 28

Indicable (group), 276
locally —, 276

Intersection number, 180
Irreducible (in the sense of Burckel), 136
Isolated (subgroup), 41
Isotopic (geometric braids), 2

Jump, 112

Knot group, 294

Lamination,
geodesic, 252
integral, 220

decorated, 225
LD-expansion, 56
LD-monoid, 74
LD-system, 47

free, 54
left cancellative, 61
ordered, 60

Leading part (of a triangulation), 230
Left-ordering, see ordering
Left-orderable (group), 12
Length (word), 1

∆-length, 197

Magnus
expansion, 267
ordering (of a free group), 269
ordering (or PBn), 271

Mapping class group, 4

Nested (interval), 147

Next-to-be-flipped (edge), 230
Normal word

division, 74
greedy, 101
φ-normal, 153, 154
Φ-normal, 128, 130
in the sense of Bressaud, 189
in the sense of Burckel, 136
in the sense of Mosher, 232

Numerator (of a transmission), 201

Obstructing (puncture), 206
Ordering

bi-ordering, 12
conjugate, 241
of Nielsen–Thurston type, 240
left-ordering, 12
linear (or total), 11
σ-ordering (braids), 13
σΦ-ordering (braids), 16
strict, 11

Peano system, 44
Prefix (main), 88
Product (of orderings), 275
Property A, 13

proofs of —: 65, 167, 182, 214
Property Ai, 66
Property C, 13

proofs of —: 52, 81, 108, 140, 155, 193,
197 173, 182

Property C∞, 52
Property S, 20

proofs of —: 75, 143, 185, 253
Pseudo-character, 39
Puncture, 216

Quasi-geodesic (length), 283

Rack, 60
Reducible (in the sense of Burckel), 136
Regular language, 190
Relaxation, 202

Shift endomorphism, 14
ShortLex-extension, 131
Space of orderings, 256
Special transformation, 86
Splitting,

Φn-splitting of a braid, 29, 126
Φn-splitting of a word, 135
φn-splitting of a braid, 151

Stair, 160
State (of an automaton), 190
Strand (of a braid), 2
Strip, 199

decomposition, 199
simple, 199

Subsurface sequence, 247
conjugated, 248
of infinite type, 252
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Subword reversing
left reversing, 62
right reversing, 64

SumLex-extension, 268
Surface group, 294

Tail
of a braid, 122
of a braid word, 135

Teichmüller space, 289
Term, 55

LD-equivalent, 55
Tetris (diagram), 189
Thompson groups, 70

Thompson’s group F , 296
Tight (position), 180
Torelli group, 294
Transmission, 201

spiralling, 201
Triangulation, 216

ordered oriented, 229
singular, 216
tight, 227
transverse, 226

Twist, 40

Useful arc, 183

Width (of a simple strip), 199

Zero Divisor Conjecture, 36
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Key Definitions

Sigma-ordering:

• For β, β′ in B∞, the relation β < β′ is true if β−1β′ is σ-positive.
• For β, β′ in B∞, the relation β <Φ β′ is true if β−1β′ is σΦ-positive.

Sigma-positive braid word:

• A braid word is σ-positive if the σi with lowest index occurs positively only.
• A braid word is σΦ-positive if the σi with highest index occurs positively only.

Sigma-positive braid:

• A braid is σ-positive if it admits a σ-positive representative word.
• A braid is σΦ-positive if it admits a σΦ-positive representative word.

Property A (Acyclicity):

• A σ-positive braid is nontrivial.

Property C (Comparison):

• Every nontrivial braid of Bn can be represented by an n-strand braid word that
is σ-positive or σ-negative.

Property S (Subword):

• Every braid of the form β−1σiβ is σ-positive.

Complementary Definitions

• A braid word is σi-positive if it contains at least one σi, no σ−1
i , no σ±1

j with j < i.
• ... id. ... σi-negative if ... at least one σ−1

i , no σi, no σ±1
j with j < i.

• ... id. ... σi-free if ... no σ±1
j with j " i.

• A braid is called σi-positive if it admits aσi-positive expression, etc.

Property A (second, equivalent form) A σ1-positive braid is nontrivial.

Property C (second, equivalent form) Every braid of Bn can be represented by
an n-strand braid word that is σ1-positive, σ1-negative, or σ1-free.
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Index of Notation

N (nonnegative integers)
Z (integers)
Q (rationals)
R (reals)
C (complex numbers)

Introduction

Bn (braid group), ix
B+

n (braid monoid), ix
B+∗

n (dual braid monoid), ix
Sn (symmetric group), ix
PBn (pure braid group), ix

Chapter I

Bn, B∞ (braid group), 1
σi (braid), 1

w (braid word), 1
#(w) (length), 1
D2 (disk), 2
Dn (punctured disk), 4
MCG(S,P) (mapping class group), 4
Fn (free group), 5
B+

n (braid monoid), 6
#(β) (length of a positive braid), 6
δn, ∆n (fundamental braids), 6
φn (conjugation by δn), 6
Φn (flip automorphism), 6
β′ % β (left divisor), 8
DL(β) (left denominator), 9
NL(β) (left numerator), 9
DR(β) (right denominator), 9
NR(β) (right numerator), 9

Chapter II

sh (shift endomorphism), 14
<n, < (σ-ordering), 13
A (Property), 13
C (Property), 13
S (Property), 20
<Φ (σΦ-ordering), 16
w (equivalence class), 17
[Bn, Bn] (commutator subgroup), 25
ω (ordinal), 30
emin
r (Φ3-normal form), 32

Chapter III

RG (group algebra), 36
L2(G) (Hilbert space), 37

β̂ (closed braid), 39
ω(β) (twist), 40
β{t} (braid game), 43
G3 (sequence of braids), 43
IΣk (logical system), 44
G∞ (sequence of braids), 44
deg(β) (degree of a braid), 45
WOf (combinatorial principle), 45
Ack, Ackr (Ackermann function), 45

Chapter IV

LD (left self-distributivity law), 47
x • β (braid action), 48
β ∗ β′ (braid operation), 50∏sh(β1, ..., βn) (shifted product), 50
Bsp (special braids), 51
C∞ (Property), 52
! (iterated left divisor), 52
Tn (terms), 55
=LD (LD-equivalence), 55
∂t (term), 57
x[k] (right power), 57
left(t) (left subterm), 57
Ai (Propery), 66
t !LD t′ (left subterm), 68
LDα (operator), 69
GLD (geometry monoid), 69
GLD (geometry monoid), 70
χt (blueprint), 71
[[t]] (blueprint), 71
F LD

n (free LD-system), 74
F LDM

n (free LD-monoid), 74

Chapter V

a, b, ... , A, B, ... (braids), 81
redw (handle reduction), 82
Div(β) (set of left divisors), 85
h(w) (numbe of handles), 88
π(w) (main prefix), 88
e(w) (sign of main prefix), 88
c1(β) (σ1-content), 93

Chapter VI

perm(β) (permutation), 100
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bn,d(β) (number of braids), 102
Mn (adjacency matrix), 102

M̂n (adjacency matrix), 103
p(n) (number of partitions), 103
θd (braid), 105

σ
[d]
2 (braid sequence), 106

Σd (braid sequence), 106
(σ2)d (word sequence), 107
Wd (word sequence), 107
Σd (word sequence), 107
Sn,d (braid sequence), 111
β <i β′ (braid ordering), 112
hi(β) (height), 112
β ≡i β′ (equivalence), 113

Chapter VII

B+
I , 123

∆I , 123
[p] (parity of p), 127
β <+

n β′ (ordering), 131

∆̂n,d (braid), 132
B+

n (positive braid words), 135
w !2 w′ (word ordering), 135
(Sρ) (assertion), 137

Chapter VIII

ai,j (Birman–Ko–Lee generators), 146
b′, c′, c′′,... (braids), 146
B+∗

n (dual braid monoid), 148
<∗

n (ordering), 154

δ̂n,d (braid), 156

Chapter IX

Fn, F∞ (free group), 166

σ̂i, β̂ (automorphism of Fn), 166
S(x) (words in free group), 166
sh (shifted automorphism), 166
wr,s,t, w′

r,s,t (braid word), 171

F̂∞ (closure of free group), 174
& (circular list), 175
w1 + w2 (ordering), 175

Chapter X

Dn (punctured disk), 177
P1, . . . , Pn (punctures), 177
e0, . . . , en (segments), 177
E (main diameter), 177
<CD (braid ordering), 181

Chapter XI

σi,j,p (braid), 188

A∗ (language), 190
Γ% (mirror image), 193
∆i,j (braid), 197
#∆(w) (∆-length), 197
E (base curve diagram), 198
c(β) (geometrical complexity), 198
‖E‖ (number of intersections), 198
cAHT(Γ, {s1, ... , sr}) (complexity), 202

NF
+
t.r.(β), NF

−
t.r.(β) (normal form), 210

Chapter XII

x+, x−, 212
F+, F−, 212
x# (sequence), 213
#′∆(w) (length), 215
S2 (sphere), 216
S2

n+3 (punctured sphere), 217
T∗ (triangulation), 217
Ln (set of laminations), 220
L∗ (lamination), 220
ι (embedding), 221
β(L) (braid action), 221
[T ] (combinatorial type), 226
d(T, T ′) (distance), 230

Chapter XIII

<x (ordering), 238

D̃n (universal cover), 239
H2 (hyperbolic plane), 239
S1
∞ (circle at infinity), 239

Γx (geodesic), 239
<ε (variant ordering), 246

Chapter XIV

{0, 1}X (powerset), 255
LO(G) (space of left-orderings), 256
O(G) (space of bi-orderings), 256
<φ (action), 257
Pn (σ-ordering), 259
PDD (Dubrovina–Dubrivin), 260
Zn (σ-ordering), 261

Chapter XV

PBn (pure braid group), 263
rn (retraction), 264
Fn−1 (free subgroup), 264
xi,j (generators), 265
Z〈〈X1, ..., Xn〉〉 (formal power series), 266
O(Xk) (ideal), 267
µ(w) (Magnus expansion), 267
Cd(f), cd(f) (coefficients), 268
f <SumLex g (ordering), 268
w <µ w′ (Magnus ordering), 269
β <M,n β′, β <M β′ (Magnus ordering), 271
ε(β) (exponent sum), 273
PB+

n (positive pure braids), 274

Chapter XVI

#σ(β) (σ-length), 283
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